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Abstract: This research aims to improve the effectiveness of lung cancer classification performance using Support Vector Machines (SVM) with hyperparameter tuning. Using Radial Basis Function (RBF) kernels in SVM helps deal with non-linear problems. At the same time, hyperparameter tuning is done through Random Grid Search to find the best combination of parameters. Where the best parameter settings are C = 10, Gamma = 10, Probability = True. Test results show that the tuned SVM improves accuracy, precision, specificity, and F1 score significantly. However, there was a slight decrease in recall, namely 0.02. Even though recall is one of the most important measuring tools in disease classification, especially in imbalanced datasets, specificity also plays a vital role in avoiding misidentifying negative cases. Without hyperparameter tuning, the specificity results are so poor that considering both becomes very important. Overall, the best performance obtained by the proposed method is 0.99 for accuracy, 1.00 for precision, 0.98 for recall, 0.99 for f1-score, and 1.00 for specificity. This research confirms the potential of tuned SVMs in addressing complex data classification challenges and offers important insights for medical diagnostic applications.
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1. Introduction

Cancer is a deadly disease, with 19.3 million new cases and nearly 10 million deaths in 2020 globally[1]. Lung cancer is the main cause of death, with 34,783 new cases recorded in Indonesia in 2020, causing 30,843 deaths[2]. The lifetime risk for lung cancer is 6.2% in men and 5.8% in women, with a slightly higher prevalence in men [3]. About 80% of lung cancer deaths are caused by smoking, which increases the risk up to 25-fold. Other factors include passive cigarette exposure, radon, asbestos, air pollution, and arsenic in drinking water[4]. Symptoms of lung cancer include cough, chest pain, and shortness of breath, often diagnosed at an advanced stage[5]. Technological advances in various sectors are increasing, especially in the health sector. Data mining technology in the health sector can help diagnose various diseases. Data mining involves several techniques, such as classification, clustering, association, estimation, and prediction[6]–[8], and for identifying/detecting/recognizing diseases, the classification process is generally used. Features that support the classification process and extraction of important attributes from the dataset are needed, which can influence the results of the classification process[9]–[12]. Classification is a type of data mining used to categorize input data into classes or categories determined based on their features[13]–[16]. Specifically, in this study, classification was carried out to identify lung and non-lung cancer categories based on existing data.

Cancer classification has been carried out in various previous studies using machine learning algorithms, such as K-Nearest Neighbor (KNN)[17], [18]; Logistic Regression
is research shows that SVM is a superior and efficient algorithm. SVM has adjustable hyperparameter tuning. Adjusting and setting hyperparameter values is crucial to optimize performance. Hyperparameters are often tuned via Random Grid Search (RGM). RGM is a more efficient and random Grid Search (GM) version. In GM, a grid of hyperparameters is defined, and the system systematically goes through many possible combinations, training a model for each combination and evaluating performance. However, this can be very computationally expensive, especially when the defined grid is huge. However, RGM will randomly select a combination of hyperparameters to try from a given grid. This allows the control of the desired number of iterations and in this way, can significantly reduce the computational time required to find the optimal configuration[37], [38]. Kernel is a fundamental concept that allows SVM to work on data that is not linearly separable by mapping data into a higher dimensional space. Radial Basis Function (RBF) is a kernel that increases the linear separation between data classes by transforming input into a higher dimensional space. SVM searches for an optimal hyperplane to maximize the margin between data classes. Using the RBF kernel has proven effective in dealing with non-linear problems, performing complex data mapping, and optimizing SVM parameters [39]. After optimization, the evaluation of classification performance can be measured using a confusion matrix through a number of metrics, including Accuracy, Recall, Precision, F1-Score, Specificity, and Area Under curve (AUC)[3], [40].

Based on the description above, SVM is a superior and efficient algorithm that maintains a focus on lung cancer detection with high sensitivity. In accordance with medical interests related to early detection. This research aims to improve the effectiveness of lung cancer classification using SVM with hyperparameter tuning to optimize SVM performance. By combining random oversampling and hyperparameter tuning. Next, SVM performance is measured based on tools such as accuracy, precision, recall, F1-score, specificity, and AUC. The remainder of this paper is presented in four parts, namely related literature in the second part, methodology in the third part, followed by results and discussion in the fourth part, which ends with a conclusion section.

2. Related Works

Several previous studies using the ML approach have researched lung cancer classification. A study [32] focused on lung cancer using a dataset [33] with the Rotation Forest (RoTF)
method. Experimental results show that the model was successfully built, achieving an AUC rate of 99.3%, with F-Measure, precision, recall, and accuracy reaching 97.1%.

Study [41] also used a dataset [33] but applied the Genetic Folding Strategy (GFS) to enhance the kernel function in SVM classification to classify lung cancer. Performance evaluation and comparison were conducted with three types of SVM kernels on the actual lung cancer dataset, and the results showed an accuracy rate of 96.2%, which is the highest compared to the other kernels. Another study [42] aimed at early diagnosis using significantly accurate classification methods to increase the success of lung cancer diagnosis. Applying the Decision Tree (DT) classifier in lung cancer classification significantly increased accuracy, reaching 95.16% at a model depth (max_depth) of 15, tested in 40 experimental iterations.

The study [43] compared several ML algorithms, such as LR, KNN, GB, LGBM, and SVM. The metric evaluation results showed that the RF algorithm achieved the best accuracy of 97%, LR reached 93%, LGBM at 91%, and KNN at 73%. Another study [44] also tested the dataset [33]. Since this dataset has imbalanced classes, a random oversampling technique was used to balance it. Based on the theory, an imbalanced dataset generally reduces classification performance. Additionally, the Shapley Additive Explanation (SHAP) algorithm was used to provide useful insights that can assist in the feature selection process, and the classification was carried out with a GB classifier. The results showed that the robustness of this method achieved an accuracy of 98.76%, precision of 98.79%, recall of 98.76%, F-Measure of 98.76%, and an error rate of 0.16%.

Based on the several studies outlined above, it is explained that they all use the same dataset. This dataset is imbalanced. Hence, some also carried out the class balancing process by random oversampling. Various ML model approaches have provided diverse metric evaluation results. This study retests several models on the same dataset but focuses more on the SVM model with hyperparameter tuning. It also tests the effectiveness of the random oversampling technique.

### 3. Proposed Method

This section explains the proposed method, the stages of which are illustrated in Figure 1. The proposed method has four main stages: dataset collection, data pre-processing, classification using SVM, and evaluation, which are presented in detail in subsections 3.1 to 3.4.

![Figure 1. Research stages](image)

#### 3.1. Data Collection

This research uses a secondary dataset, namely the Lung Cancer Survey [33]. This dataset was chosen because it is a dataset that has been widely used so it is easier to compare. This structured data is stored in a CSV file with 309 rows and 16 columns. Each column describes a feature, while each row represents one respondent. Of the 16 columns in Table 1, there are 15 columns as features and 1 as a target or label where features in the lung cancer dataset are used to identify patterns and relationships between various risk factors, habits, and symptoms associated with lung cancer.

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute</th>
<th>Type</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gender</td>
<td>Object</td>
<td>M = Male, F = Female</td>
</tr>
<tr>
<td>2</td>
<td>Age</td>
<td>Int</td>
<td>Age range 21 to 87 years old</td>
</tr>
<tr>
<td>3</td>
<td>Smoking</td>
<td>Int</td>
<td>1 = No, 2 = Yes</td>
</tr>
<tr>
<td>4</td>
<td>Yellow Finger</td>
<td>Int</td>
<td>1 = No, 2 = Yes</td>
</tr>
<tr>
<td>5</td>
<td>Anxiety</td>
<td>Int</td>
<td>1 = No, 2 = Yes</td>
</tr>
<tr>
<td>6</td>
<td>Peer Pressure</td>
<td>Int</td>
<td>1 = No, 2 = Yes</td>
</tr>
<tr>
<td>7</td>
<td>Chronic Disease</td>
<td>Int</td>
<td>1 = No, 2 = Yes</td>
</tr>
</tbody>
</table>
3.2 Pre-processing

In this stage, data pre-processing is carried out on raw data to improve data quality and ensure that the data is ready to be used by the ML model. The initial dataset consists of 309 rows and 16 columns that will be utilized. The initial step in pre-processing is to ensure that no values are lost to avoid negative influences on subsequent processing. In trials using the `df.isnull().sum()` function, no missing values were found in the dataset. The next pre-processing step is checking for duplicate data, which means copies of identical data. The existence of duplicate data can affect the analysis results; therefore, duplicate data is removed. In this dataset, 33 duplicate data were identified. After deleting, 276 rows remain for the next process. Then, data encoding is carried out to convert categorical data into numerical form. This study uses binary encoding in the target variable where 'YES' becomes 1 and 'NO' becomes 0. In the gender category variable, change 'M' to 1 and 'F' to 0. Then change '1' to 0 and '2' becomes 1 to make it easier to understand the dataset. Figures 2 and 3 present the sampling dataset before and after encoding.

![Figure 2. Sample Data Before Encoding](image)

![Figure 3. Sample Data After Encoding](image)

The next step is data normalization to balance the values to produce a range of values with a low-value range, where the values are from 0 to 1. Normalization helps prevent certain features from dominating the data process. Data normalization in this study used standardization (z-score normalization). The function used in this processing is `StandardScaler()`. To see a sample of the results of this processing stage, see Figure 4.
After checking the proportion of labels on the target variable, namely LUNG CANCER, as seen in Figure 5, it was found that the proportion of labels (NO:YES) or (0:1) showed a significant imbalance in the dataset labels, both before and after pre-processing. This imbalanced proportion can affect classification performance, tending to provide a bias towards the majority class [45], so measures are needed to balance the data. Therefore, as in research, the Random Oversampling technique was applied to overcome this imbalance [44]. The Random Oversampling technique works by randomly adding samples from the minority class to the dataset to increase the number of samples in the minority class in the hope that the machine learning model can learn better from that class [46]. After the balancing process, it can be seen in Figure 5 After Oversampling.

The final step is to divide the data into train and test data, which is used to build the model and test data to evaluate model performance. Test data and training data are divided using the 5-fold cross-validation technique. Where the data used for the next stage is data after oversampling and data after pre-processing.

3.3 Classification Stage

SVM is proposed as a classifier at this stage because it is relatively good at handling complex dataset problems, has many features, and is capable of handling imbalanced data. SVM can overcome non-linear problems and adjust flexible parameters to adapt to lung cancer datasets. The parameters used are C (Regularization Parameter), Gamma (kernel Coefficient), and Probability. Hyperparameter C, which applies to all SVM kernels, divides the weights between incorrectly classified training examples and the hyperplane surface. A low C
value makes the hyperplane surface smoother, while a high C value tries to identify all training samples accurately, but a small C value will provide a wider margin with a higher error tolerance. Meanwhile, gamma determines how big the effect of a single training example is; the higher the gamma value, the closer the additional instances must be to be affected [41]. Another parameter is Probability, which produces probability estimates for each class, and the kernel used is the Radial Basis Function (RBF).

Random Grid Search and Grid Search are general methods for finding optimal parameters for tuning machine learning models. In Grid Search, combinations of parameter values are evaluated systematically in a grid, but the disadvantage is that it consumes significant time and resources, especially in large parameter spaces. As an efficient alternative, Random Grid Search selects random combinations of parameters from the entire parameter space, overcoming time and resource constraints, especially when only a small portion of the parameter space significantly impacts model performance. Therefore, Random Grid Search is a more computationally efficient choice in large parameter spaces and is faster in finding optimal parameter combinations[38].

3.4 Evaluation

In this research, the evaluation of the calcification method was carried out using two evaluation metrics, namely:

1. Confusion Matrix

Accuracy, precision, recall, F1-score, and specificity can be measured based on the confusion matrix. Accuracy measures the overall correctness of the model in predicting classes, which can be calculated using Equation (1). Precision focuses on the level of correct positive predictions, which can be calculated using Equation (2). Meanwhile, Recall assesses the model's ability to identify true positive instances from all existing positive instances, which can be calculated by Equation (3). F1-score, as a metric that creates a balance between precision and recall, provides a balanced assessment of model performance, which can be calculated in Equation (4). Then, Equation (5) is the specificity to correctly identify the negative class without misclassifying it as a positive class[40], [47].

\[
\text{acc} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \tag{1}
\]

\[
\text{precision} = \frac{TP}{(TP + FP)} \tag{2}
\]

\[
\text{recall} = \frac{TP}{(TP + FN)} \tag{3}
\]

\[
F1 = 2 \times \frac{(\text{precision} \times \text{recall})}{(\text{precision} + \text{Recall})} \tag{4}
\]

\[
\text{specificity} = \frac{TN}{(TN + FP)} \tag{5}
\]

Where TP is True Positive, FP is False Positive, TN is True Negative, and FN is False Negative.

2. Area Under Curva (AUC)

AUC is used to see how well the model can separate between two classes. AUC ranging between zero and one is used to determine the machine learning model with the best performance in differentiating lung cancer cases from non-lung cancer. The higher the AUC, the better the model's ability to differentiate between two class distributions.

4. Results and Discussion

This study is implemented using Python, utilizing various libraries for data pre-processing, classification, and visualization. In the SVM modeling process for lung cancer classification, a hyperplane is used to separate two classes in the feature space, with SVM parameters such as C, Gamma, and Probability playing a role in determining the position and orientation of the hyperplane. The values for the parameters are obtained after experimentation,
and the optimal parameters are presented in Table 3, which shows the SVM parameter settings used. By adjusting these parameters, SVM aims to find the best hyperplane that maximizes the margin (the distance between the hyperplane and the nearest point of each class). The margin is a safe area between the two classes, and SVM strives to find the hyperplane that maximizes this margin. SVM parameters will be optimized using the Random Grid Search method, where a random combination of parameters is evaluated to find the best configuration. Random Grid Search is more efficient and faster in finding the optimal parameter combination.

Table 2. SVM Parameter Settings

<table>
<thead>
<tr>
<th>Models</th>
<th>Original Parameter</th>
<th>Tuned Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>C =1</td>
<td>C = 10</td>
</tr>
<tr>
<td></td>
<td>Gamma = 0.1</td>
<td>Gamma = 10</td>
</tr>
<tr>
<td></td>
<td>Probability = False</td>
<td>Probability = True</td>
</tr>
<tr>
<td></td>
<td>Kernel type = RBF</td>
<td>Kernel type = RBF</td>
</tr>
</tbody>
</table>

After combining the parameters with Random Grid Search, we get the best parameters, namely C=10, Gamma=10, and Probability=True. Large C values indicate a model tendency for moderate complexity, while smaller values tend to produce simpler models. Meanwhile, a high Gamma value indicates the model's desire to create sharp decision boundaries, while a lower value can produce more diffuse decision boundaries. With C = 10 and gamma = 10, the model selects a moderate level of complexity and sharp decision boundaries, resulting from the optimal performance evaluation in cross-validation. Then the Radial Basis Function (RBF) Kernel became one of the most commonly used kernels for disease prediction and classification. The RBF kernel can handle non-linear problems, map complex data, and work optimally in determining the best parameters for the SVM model [39]. The non-linear concept refers to the SVM's ability to handle non-linear relationships between input and output variables. In the features in the dataset used, there are non-linear problems because the relationships between features are more complex.

This research involves several models, including KNN, LR, RF, GB, and LGBM. Each model is adjusted to the training data, and the target variables in the test data are classified. Its performance is measured using evaluation metrics such as accuracy, precision, recall, F1-score, and AUC. The test results were analyzed to understand the model's ability to classify lung cancer by conducting a sensitivity analysis to evaluate the model's response to parameter changes. This approach provides a solid basis for evaluating the quality of research methods. Specifically, Table 4 evaluates model performance after SVM achieved random oversampling with 5-fold cross-validation and of all the best performance.

Table 3. Comparative Model Performance Evaluation

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.93</td>
<td>0.96</td>
<td>0.90</td>
<td>0.93</td>
<td>0.87</td>
<td>0.94</td>
</tr>
<tr>
<td>KNN</td>
<td>0.95</td>
<td>1.00</td>
<td>0.90</td>
<td>0.95</td>
<td>0.86</td>
<td>0.95</td>
</tr>
<tr>
<td>RF</td>
<td>0.95</td>
<td>1.00</td>
<td>0.90</td>
<td>0.95</td>
<td>0.90</td>
<td>0.88</td>
</tr>
<tr>
<td>SVM (tuned)</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>SVM (non-tuned)</td>
<td>0.95</td>
<td>1.00</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.97</td>
</tr>
<tr>
<td>GB</td>
<td>0.95</td>
<td>1.00</td>
<td>0.90</td>
<td>0.95</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>LGBM</td>
<td>0.95</td>
<td>1.00</td>
<td>0.90</td>
<td>0.95</td>
<td>0.89</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 4 shows that SVM-tuned performs best with 99% accuracy, 98% recall, 100% precision, 100% specificity, 99% F1, and 99% AUC in classifying the Lung Cancer dataset. Accuracy measures the model's ability to predict positive and negative classes. However, in the case of class imbalance, where the number of patients with non-lung cancer is less, the accuracy may be unrepresentative. Precision assesses the percentage of correct positive predictions, which is especially important in predicting diseases such as lung cancer to avoid
serious consequences of false positives. Recall or sensitivity indicates how well the model can detect all true positive cases, which is very important in the context of disease prediction to prevent false negative errors that have serious consequences. Specificity is measured to detect true negative classes. AUC measures how well a model is at separating two classes.

A confusion matrix is a table used to explain the performance of classification models based on prediction results from actual data. This is useful in calculating evaluation metrics so that you can analyze the extent to which the model is classifying data well and identifying errors made by the model. The positive ('1') and negative ('0') prediction results in the confusion matrix can be seen in Figure 7. Based on Figure 7, the model apparently succeeded in predicting 72 cases as class '0' which were actually class '0' (TN). There were no cases of being incorrectly predicted as class '1' when it was actually class '0' (FP). There was one case where it was incorrectly predicted as class '0' when it was actually class '1' (FN). And the model succeeded in predicting 70 cases as class '1' which were actually class '1' (TP). This research also conducted an ablation study to compare the effects of hyperparameter tuning and random oversampling, the results of which are presented in Figure 7.

Figure 6. Confusion Matrix Results

Ablation Study Evaluation

<table>
<thead>
<tr>
<th></th>
<th>1st test</th>
<th>2nd test</th>
<th>3rd test</th>
<th>4th test</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCURACY</td>
<td>0.86</td>
<td>0.86</td>
<td>0.92</td>
<td>1</td>
</tr>
<tr>
<td>PRECISION</td>
<td>0.94</td>
<td>0.94</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>RECALL</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>F1-SCORE</td>
<td>0.99</td>
<td>0.99</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPECIFICITY</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 7. Ablation Study Evaluation
The following is an explanation of Figure 7:
1st test: SVM (defaults) with pre-processed dataset
2nd test: SVM (defaults) with random oversampling dataset
3rd test: SVM (tuned) with random oversampling dataset
4th test: SVM (tuned) with pre-processed dataset

Based on the graph presented in Figure 7, it appears that hyperparameter tuning in the SVM model has a very significant effect. In contrast, the application of random oversampling does not provide any performance improvement. The results in the fourth and third experiments were the same. This is possible because the random oversampling method works by randomly multiplying samples from the minority class, so it does not provide maximum effect. Even at the pre-processing stage, duplicate datasets are removed. So, tuning the parameters has a much better effect because it directly affects the classifier’s performance. Furthermore, in Table 5, a comparison is presented with related research that uses the same dataset, namely dataset [33].

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method [32] Rotation Forest (RoTF)</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>-</td>
</tr>
<tr>
<td>Method [32] SVM</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>-</td>
</tr>
<tr>
<td>Method [41] SVM</td>
<td>0.96</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Method [42] Decision Tree (DT)</td>
<td>0.95</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Method [43] RF</td>
<td>0.97</td>
<td>0.95</td>
<td>1.00</td>
<td>0.98</td>
<td>-</td>
</tr>
<tr>
<td>Method [44] GB</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>-</td>
</tr>
<tr>
<td>Proposed SVM</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
</tr>
</tbody>
</table>

After looking at the model comparison with other research, it can be concluded that SVM achieved the best performance with a percentage of 0.99 for accuracy, 1.00 for precision, 0.98 for recall, 0.99 for f1-score, and 1.00 for specificity. SVM is proven to be able to handle complex data and has many features, thus providing accurate predictions. However, research [14] said that recall in disease classification is considered very important to prevent false negative errors which have serious consequences, especially on datasets. Specificity also plays an important role in avoiding misidentifying negative cases [40]. Based on these considerations, recall, and specificity are used as metrics for evaluating effective models in classifying diseases.

5. Conclusions

This study successfully implemented SVM with hyperparameter tuning for lung cancer classification, achieving significant performance with high evaluation metrics. Hyperparameter tuning and the use of RBF kernels in SVM effectively improve the capacity of the model to differentiate between lung cancer and non-lung cancer cases, which is important in a medical context for early detection. Compared with previous studies using the same dataset, the SVM model tuned in this study showed superior performance, confirming its effectiveness in disease classification. Another finding worth underlining is that the use of random over-sampling did not provide a significant effect because it worked by doubling minority data. In future research, other oversampling techniques should be used that do not duplicate minority data. This research makes an important contribution to improving lung cancer diagnostics, demonstrating the importance of hyperparameter tuning in improving classification accuracy in medical use.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References


