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Abstract: Music genre classification is one part of the music recommendation process, which is a 

challenging job. This research proposes the classification of music genres using Bidirectional Long 

Short-Term Memory (BiLSTM) and Mel-Frequency Cepstral Coefficients (MFCC) extraction features. 

This method was tested on the GTZAN and ISMIR2004 datasets, specifically on the IS-MIR2004 

dataset, a duration cutting operation was carried out, which was only taken from seconds 31 to 60 so 

that it had the same duration as GTZAN, namely 30 seconds. Preprocessing operations by removing 

silent parts and stretching are also performed at the preprocessing stage to obtain normalized input. 

Based on the test results, the performance of the proposed method is able to produce accuracy on 

testing data of 93.10% for GTZAN and 93.69% for the ISMIR2004 dataset. 

Keywords: Music genre classification; Music recommendation; Music suggestion; Song classification; 

Song recommendation. 

 

1. Introduction 

Along with the development of digitalization and internet technology, various platforms 
have emerged that are used for streaming music to replace previous media such as cassettes, 
compact disks (CDs) and MP3 players. One of the largest streaming media is Spotify, which, 
based on data obtained from Statista in the third quarter of 2023, the music streaming plat-
form Spotify has had 574 million monthly active users[1]. Apart from the convenience it 
offers in listening to music, this platform is popular because it has a recommendation feature 
for listening to music [2]. One part of this music recommendation is classifying music based 
on genre. Music genre was chosen as the object of this research because music genre is closely 
related to a person's personality and musical tastes[3]. This classification helps users get rec-
ommendations for music they often, rarely, or never listen to or play[4]. 

Features are input from the classification process. In this research, features can be ob-
tained from music extraction. Several features are suitable for classifying music genres, for 
example, Mel Frequency Cepstral Coefficients (MFCC) and Linear Prediction Cepstral Coef-
ficients (LPCC)[5]. MFCC represents the power spectrum of an audio signal at short time 
intervals in a non-linear frequency scale called the mel scale. Meanwhile, LPCC is based on 
linear predictive analysis of audio signals, which separates the source and filter from the signal. 
MFCC was chosen in this study because the mel scale simulates human hearing when listening 
to music[6]. 

Classification can be done using Machine Learning (ML) or Deep Learning (DL) ap-
proaches[7]. Some popular ML models for classification tasks include Random Forest[8], 
Multi-Layer Perceptron (MLP)[9], K-Nearest Neighbor (K-NN)[10], Support Vector Ma-
chine (SVM)[11], [12], and Naive Bayes (NB)[13]. Meanwhile, several DL models are also 
popular for carrying out classification tasks, such as Long Short-Term Memory (LSTM)[14], 
Convolution neural network (CNN)[15], and Gated Recurrent Unit (GRU)[16]. Both of these 
approaches have their respective advantages and disadvantages, so when using them, a deeper 
analysis of the objects to be classified is necessary. ML approaches tend to process smaller 
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amounts of data and lower computing resources, while DL approaches are used to process 
large amounts of complex data with high accuracy. One study that uses ML is [17]. This 
research compares the Gaussian Mixture Model (GMM), K-NN, and SVM models. Based on 
experiments, each model produces an accuracy of 64.3%, 69.7%, and 61.2% for GMM, K-
NN and SVM respectively. These results show that, in general, the classification method using 
ML still needs to be improved. 

The number of songs released yearly is always increasing, but this will become a new 
problem because ML will be less reliable on larger datasets. This differs from the DL ap-
proach, which is usually carried out on larger datasets [18]. This approach is suitable for clas-
sifying large amounts of music data. Research [19] used a DL approach with the Masked 
Conditional Neural Network (MCLNN) model to classify music genres. This approach was 
proven to be superior to classification using the ML approach, with the MCLNN model pro-
ducing an accuracy of 85.10%. The DL approach is increasingly being developed to classify 
music genres. The LSTM method is also proposed. LSTM has several advantages that are 
suitable for classifying music genres, such as the ability to process time series data[20]. LSTM 
can remember past information in memory and can process entire data sequences. Apart from 
that, LSTM also has various architectures that can be used, one of which is the Bidirectional 
LSTM (BiLSTM) architecture. 

BiLSTM is a type of neural network architecture that allows the model to learn patterns 
from both directions, namely from past to future and from future to past[21]. In this archi-
tecture, data is fed to the LSTM from direct and reverse order, allowing the model to utilize 
contextual information from musical signals from past and future. This architecture can po-
tentially produce more optimal accuracy than ordinary LSTM architectures. In research [22] 
also applied the LSTM method and the results were quite satisfactory, so in this study a com-
parison was also carried out with replication techniques. 

A model that can learn more complex data is needed to get maximum accuracy. How-
ever, this also results in higher computational complexity of the DL model, which can allow 
overfitting to occur [23]. This happens because the DL model will be designed with more 
neurons in each layer and even the layer itself to make the computation complex[24]. The 
more neurons used, the greater capacity the model has to learn complex patterns and repre-
sentations from the data, resulting in high accuracy. BiLSTM model customization needs to 
be implemented with techniques such as layer normalization to overcome overfitting. By ap-
plying this technique to the BiLSTM architecture, it is hoped that it can produce high accuracy 
and a low level of overfitting, so that it can outperform several previous methods. Based on 
this background, this research aims to: 
1. Design a customized BiLSTM model and MFCC feature extraction so that it can work 

optimally and accurately for music genre classification. 
2. Applying the BiLSTM model to the GTZAN and ISMIR2004 datasets to compare with 

the performance of other models such as LSTM and MCLNN in music genre classifica-
tion based on the results of training data accuracy, test data accuracy, confusion matrix, 
and several metrics such as precision, recall, f1-score, and support for each class pre-
sented in the classification report. 
The rest of the paper is presented in four sections. In the second section, related work 

and research gaps are explained. The third section explains the proposed method and research 
stages from data collection to evaluation. The fourth section presents the results, compari-
sons, and analysis, and the last is the conclusion section. 

2. Related Work 

Research into the classification of music genres has been carried out by several previous 
studies, both using ML and DL. Research [25] discusses the classification of the GTZAN 
music dataset, where each piece of music from the dataset is divided into six parts with a 
duration of 5 seconds, from which an image is then generated from the extraction results with 
Mel-Spectrogram. The image will be classified using MusicRecNet, which is capable of pro-
ducing an accuracy of 81.8%. 

Research [26] also proposed classifying music genres by converting them into images 
and then classifying them with a CNN model. The proposed CNN model is a customized 
result consisting of convolutional and fully connected layers. This model is applied to 1880 
music with genres: Pop, Country, Rap, Rock, Alternative, R&B Soul, Dance, Hiphop, 
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Classical, and Electronic. This research also converts music in (.mp3) format into a grayscale 
spectrogram image. These images were then augmented so that 15,000 spectrograms were 
obtained. Apart from being augmented, the number of images per genre is also balanced. As 
a result, this model obtained music genre classification accuracy of 85% on test data. 

 Study [19] applied the MCLNN model to several datasets, including GTZAN and IS-
MIR2004. In these two datasets, each piece of music will be extracted using the Mel-Specto-
gram and will be trained and tested using the 10-fold cross-validation technique. The GTZAN 
and ISMIR2004 datasets have different characteristics for each piece of music. GTZAN con-
sists of music with a duration of 30 seconds, while ISMIR2004 consists of complete music 
with different durations. This causes the ISMIR2004 dataset to only take 30 seconds of music 
after the first 30 seconds of each piece before being extracted. The results taken in this study 
are the average of the 10-fold cross-validation results, where the GTZAN dataset produces 
an accuracy of 85.10% and the ISMIR2004 dataset produces an accuracy of 86.04%. 

 Another research [27] uses several ML models and one DL model which will be used 
on three datasets, including GTZAN, ISMIR2004, and Latin Music. The DL learning model 
gets the best results among the ML models, and the model is a Neural Network (NN) with a 
training algorithm, namely trainingdx. Before training and testing the model with 10-fold 
cross-validation, the dataset will be extracted using African Buffalo Optimization (ABO). The 
results obtained from the average accuracy on each dataset were 83.33% on the GTZAN 
dataset, 82.03% on the ISMIR2004 dataset, and 80.79% on the Latin Music dataset. 

Based on several studies that have been carried out on Music Genre objects, using the 
DL approach gets better results than the ML approach. Therefore, this research uses the 
BiLSTM model, one of the DL approach models. This model will be applied to the GTZAN 
and ISMIR2004 datasets. The final results obtained from this research are training accuracy 
and testing accuracy, which can be compared with previous research. 

3. Proposed Method 

The method proposed in the research consists of several stages which are illustrated in 
Figure 1. 

 

Figure 1. Method stages 

3.1. Data Collection 

This research uses two datasets, namely the GTZAN dataset [28] and ISMIR2004[29]. 
The GTZAN dataset is a dataset with balanced classes, containing 1000 music with ten genres 
including: blues, classical, country, disco, hiphop, jazz, metal, pop, reggae, and rock, where 
each genre contains ten music with formats (.wav) and duration 30 seconds. Meanwhile, the 
ISMIR2004 dataset is an imbalance dataset containing 729 music with eight genres, and each 
genre contains complete music in format (.mp3) and different durations with a division into 
each genre as follows: 320 classical music, 115 electronic music, 26 jazz music, 29 music metal, 
six pop music, 16 punk music, 95 rock music, 122 world music. Therefore, data preprocessing 
is needed to facilitate classification by the BiLSTM model. 
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3.2. Preprocessing 

Before carrying out the preprocessing stages, specifically for the ISMIR2004 dataset, it 
is necessary to change the format from (.mp3) to (.wav). This improves music quality and 
simplifies audio processing[30]. The ISMIR2004 dataset has varied music durations, so it 
needs to be standardized like the GTZAN dataset by cutting the duration to 30 seconds as in 
research[19]. Figure 2 is an example of one of the pieces of music in the ISMIR2004 dataset 
that was cut for duration. The sample dataset after cutting is presented in Figure 3. 

 

Figure 2. ISMIR2004 Dataset Cutting Sample. 

 
(a) 

 
(b) 

Figure 3. Sample dataset after cutting (a) ISMIR2004; (b) GTZAN. 
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Next, the silent part of each piece of music is deleted, whereas if there is sound in the 
music part with a noise level below -50dB, it will be deleted. The decibel unit must be con-

verted into numeric as an amplitude threshold with the formula 10(𝑑𝑏/20)resulting in an 
amplitude threshold ≈ of 0.00316. Music audio that has had the silent part removed can be 
seen in Figure 4. 

 

Figure 4. Silent Part Removal 

To maintain the length of the audio duration, an audio stretching technique is used using 
time_stretch. This technique requires a parameter in the form of a rate, which is obtained 

from the formula 
number of audio samples

sample rate × duration
. Figure 5 presents an example of visualization of 

the audio stretching results that have had the silent part removed. 

 

Figure 5. Streching Audio 

The audio data was then cut into 10 parts to increase the data. This cutting section can 
be visualized in Figure 6. Thus, quantitatively the total records increase 10 times, for more 
clarity you can see Table 1.  

 

Figure 6. Visualization of an example of music cut into 10 parts 

https://publikasi.dinus.ac.id/index.php/jcta/issue/view/374


Journal of Computing Theories and Applications 2024(February), vol. 1, no. 3, Wijaya, et al. 248 
 

 

Table 1. Dataset Details Before and After Preprocessing 

Genre 
GTZAN ISMIR2004 

Before After Before After 

classical 100  1000  320 3200 
jazz 100 1000 26 260 

metal 100 1000 29 290 
pop 100 1000 6 60 
rock 100 1000 95 950 
blues 100 1000 - - 

country 100 1000 - - 
disco 100 1000 - - 

hiphop 100 1000 - - 
reggae 100 1000 - - 

electronic - - 115 1150 
punk - - 16 160 
world - - 122 1220 
Total 1000 10000 729 7290 

 
The audio preprocessing results will be divided into training data, validation data, and 

testing data, each with a sequential ratio of 80:10:10. This division is carried out for each genre 
so that the resulting data has the same portion. The data is then collected into dictionary-type 
variables. 

3.3. Feature Extraction 

The feature extraction used is MFCC with the Librosa library. This function will carry 
out the steps in MFCC extraction such as Frame Blocking, Windowing, FFT calculation, im-
plementation of Mel Filter Bank, and DCT. The results obtained from the MFCC feature 
extraction process are presented in Figure 7. 

 
 

Figure 7. MFCC Feature Extraction Results (left) and its Visualization (right) 

The x-axis of the visualization presented in Figure 7 is time, and the y-axis is the number 
of MFCC coefficients. The MFCC coefficient is the main parameter which is usually selected 
from 13 to 20 coefficients [31]. In this study, 20 MFCC coefficients were used, and delta and 
delta^2 were added. Delta functions to measure cepstral changes between adjacent time 
frames, providing information about the speed of change in the sound spectrum. While 
delta^2 The second derivative of the MFCC coefficient, measuring the acceleration of cepstral 
changes, provides information about acceleration or deceleration. Delta and delta2 each also 
have 20 coefficients. Combining the three, of course, increases the information in music data, 
making it easier to represent dynamic information in sound signals. An illustration of delta, 
delta2, and their combination with MFCC is presented in Figure 8. 

The results obtained from feature extraction with MFCC are (X0, X1, X2). X0 is the 
amount of music data extracted, X1 is the number of MFCC vectors generated for each music 
data, and X2 is the number of MFCC coefficients extracted at each time step. The data that 
will be used as input shapes in the BiLSTM model are X1 and X2, with the numbers (130, 
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60). The 60 MFCC coefficients are obtained from a vertical combination of 20 MFCC coef-
ficients, 20 delta coefficients, and 20 delta^2 coefficients, which form a more complete set of 
features. 

 
(a) 

 
(b) 

 
(c) 

Figure 8. (a) Delta; (b) Delta2; (c) Combined MFCC, Delta, and Delta2. 

3.4. Classification 

The BiLSTM model was created using a sequential model from the Keras library. The 
model has several layers, such as Bidirectional LSTM and a 1D Global Average Pooling layer. 
The normalization layer is also applied to this model to reduce over-fitting. The last layer 
applied is the output layer with the Softmax activation function. An overview of the detailed 
BiLSTM model can be presented in Tabel 2. 

Table 2. Detail of BiLSTM Model. 

Layer (type) Output Shape Param # 

bidirectional (Bidirectional) return_se-
quence=True 

(None, 130, 1024) 2347008 

layer_normalization (Layer Normalization) (None, 130, 1024) 2048 

global_average_pooling1d (GlodbalAveragePool-
ing1D) 

(None, 1024) 0 

dense (Dense ) (None, 10) 10250 

Total params: 2359306 (9.00 MB), Trainable params: 2359306 (9.00 MB), and Non-trainable 
params: 0 (0.00 Byte) 

 
The BiLSTM model will then be compiled using functions from the Keras library. The 

function requires several parameters, such as an optimizer, loss function, and metrics that will 
be used to evaluate the model as it is trained and validated. Adam is the chosen optimizer, 
while the loss function used is sparse_categorical_crossentropy, and the accuracy metric will 
be used to evaluate performance at each epoch. 

The model will be trained using train data and validated with validation data. In addition, 
the fit function in the Keras library requires several more parameters to train the model, such 
as batch size and epochs. The batch size and epochs applied this time are 64 and 30, 
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respectively. One more optional parameter can be applied to this function, namely callback. 
This parameter implements early stopping and checkpoints when training the model. The 
model will stop training when it sees val_loss not decreasing for several epochs, and the model 
that has the best weight will be saved in .h5 format. Each epoch performed during model 
training will be saved into a variable to display the model training history in a line diagram, 
for more details, see Tabel 3. 

Table 3. Hyperparameter and Tuning Parameter for BiLSTM 

Parameter Name Values 

Optimizer Adam (Learning rate = 0.001) 

Loss funtion sparse_categorical_crossentropy 

Metrics accuracy 

Callback Early Stopping (monitor = val_loss, patience = 10, restore best weights) 

Model Checkpoint (save best only) 

Batch size 128 

Epoch 30  

3.5. Evaluasi Model 

Apart from evaluating the model by looking at line diagrams, test data has also been 
prepared to test the model against new data in this training. In the sklearn.metric library, there 
are classification reports, and confusion matrix functions to evaluate the model more clearly. 
The classification report presents several metrics, such as each class's precision, recall, and 
accuracy. Meanwhile, the confusion matrix shows how good or bad the model is in making 
predictions for each class. By applying evaluation to the model with several techniques, it is 
hoped that it can be used as a benchmark for the performance of the model that will be 
implemented. 

4. Results and Discussion 

This research was implemented using the Python language and Jupyter Notebook as an editor. 
In particular, the preprocessing of the ISMIR2004 dataset was handled using Visual Studio 
Code on a local computer because the dataset is large. Because the DL model training process 
requires quite a lot of computing, this research will use Google Colab. So, the preprocessing 
results on the ISMIR2004 dataset will be exported using pickle (.pkl) format. The training and 
validation process of the proposed BiLSTM model is carried out in epoch 30where the train-
ing and validation accuracy graphs are presented in Figure 9 and Figure 10, while the loss 
graphs are in Figure 11 and Figure 12, respectively, for the GTZAN dataset and ISMIR2004 
dataset. Then, the accuracy and loss in the last epoch are summarized in Table 4. 

  

 

Figure 9. Accuracy Plot on the GTZAN dataset 
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Figure 10. Accuracy Plot on the ISMIR2004 dataset 

 

Figure 11. Loss Plot on the GTZAN dataset 

 

Figure 12. Loss Plot on the ISMIR2004 dataset 
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Based on accuracy measurements, both have high accuracy, namely above 90% for val-
idation data. However, the comparison is needed to validate the performance of the proposed 
BiLSTM. Table 5 compares the proposed method's performance with an LSTM model repli-
cated from the method [22] but with the same preprocessing approach as the proposed 
method. A more detailed design of the replicated LSTM model is presented in Figure 13. 
Apart from that, the results are also compared with research[19]. It appears that the proposed 
method is superior in validation accuracy. This confirms the theory that BiLSTM bidirectional 
analysis can improve accuracy performance. 

Table 4. Accuracy and Loss Training and Validation from Last Epoch 

 GTZAN ISMIR2004 

Data Training Accuracy 99.87% 100.00% 

Data Validation Accuracy 92.90% 95.20% 

Data Training Loss 0.35% 0.05% 

Data Validation Loss 27.32% 17.13% 

 

Figure 13. Replicated LSTM Model Details 

Table 5. Validation Accuracy Comparison with Prior-art 

Dataset LSTM MCLNN[19] BiLSTM 

GTZAN 84.00% 85,10% 92.90% 

ISMIR2004 89.99% 86,04% 95.20% 

 
The final test in this research is on test data. The measuring tools used on the test data 

are the confusion matrix and classification report from the scikit-learn library. The measure-
ments are very complete, consisting of precision, recall, f1-score, and accuracy. The results of 
the confusion matrix measurements are presented in Figures 14 and 15 for GTZAN and 
ISMIR2004, respectively, while the classification report is presented in Figures 16 and 17. 
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Figure 14. Confusion Matrix GTZAN 

 

Figure 15. Confusion Matrix ISMIR2004 

Based on the test data measurement results for the balanced GTZAN dataset, it appears 
that precision, recall, f1-score, and accuracy are all 94%. In more detail, the precision level 
per class, the minimum is 89% and a maximum of 99%, the minimum recall is 86% and a 
maximum of 97%, and f1-score is a minimum of 87% and a maximum of 98%. Meanwhile, 
in the imbalanced ISMIR2004 dataset, the average precision, recall, f1-score, and accuracy 
values were 95%. More detail produces a minimum precision of 91% and a maximum of 
100%. For minimum recall of 67% and maximum of 100% and f1-score minimum of 80% 
and maximum of 100%. Especially the pop class is something that needs to be highlighted 
because the precision is 100%, the recall is 67%, and the f1-score is 80%. This means that 
even though the model is very good at classifying positive instances of the "pop" class, the 
model tends to miss some positive instances that should be classified, this may be due to the 
very small sample size, namely only six records, so that the model has difficulty accurately 
generalizing the class pattern. But overall, it appears that the proposed method can perform 
very well on two datasets with different characteristics. 
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Figure 16. Classification Report GTZAN 

 

Figure 17. Classification Report ISMIR2004 

5. Conclusion 

Based on the results achieved, this research proves that the BiLSTM model performs 
satisfactorily in classifying music genres. With training data accuracy results of 99.87% and 
94.60% test data accuracy on the GTZAN dataset, as well as 100.00% training data accuracy 
and 94.65% test data accuracy on ISMIR2004, it proves that the method can work quite stably 
on both balance and imbalance datasets. In addition, this research produces good accuracy 
compared to the accuracy in review studies and model replication. 

Research on the classification of music genres using DL is complex research. Apart from 
setting up DL models as a tool for classification, feature extraction in music also has an im-
portant role. Therefore, in future research, we can apply feature extraction methods other 
than MFCC. Apart from that, in future research, you can try the latest dataset, considering 
that as time goes by, music genres become more varied, so trying the latest dataset it will make 
the DL model more relevant to the times. 
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