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Abstract: Fraud detection is used in various industries, including banking institutes, finance, insurance, 

government agencies, etc. Recent increases in the number of fraud attempts make fraud detection 

crucial for safeguarding financial information that is confidential or personal. Many types of fraud 

problems exist, including card-not-present fraud, fake Marchant, counterfeit checks, stolen credit cards, 

and others. An ensemble feature selection technique based on Recursive feature elimination (RFE), 

Information gain (IG), and Chi-Squared (χ2) in concurrence with the Random Forest algorithm, was 

proposed to give research findings and results on fraud detection and prevention. The objective was 

to choose the essential features for training the model. The Receiver Operating Characteristic (ROC) 

Score, Accuracy, F1 Score, and Precision are used to evaluate the model's performance. The findings 

show that the model can differentiate between fraudulent transactions and those that are not, with an 

ROC Score of 95.83% and an Accuracy of 99.6%. The F1 Score of 99.6%% and precision of 100% 

further sustain the model's ability to detect fraudulent transactions with the least false positives cor-

rectly. The ensemble feature selection technique reduced training time and did not compromise the 

model's performance, making it a valuable tool for businesses in preventing fraudulent transactions. 

Keywords: Ensemble Feature; Fraud detection; Fraudulent Transaction; Machine Learning; Random 

Forest Algorithm. 

 

1. Introduction 

According to [1] it can be challenging to define fraud because it's not always clear when 
one action is fraudulent and another is legal. On the other hand, fraud is described as a delib-
erate and planned act to gain something based on false information[2]. The consequences of 
fraud go beyond just financial losses and can include violations of human rights, physical and 
mental harm, and even premature deaths [3]–[5]. Fraud can happen anywhere, including in 
financial institutions, businesses, insurance companies, and government. It has harmed vari-
ous industries, such as banking and telecommunications[6].  

Credit card fraud is becoming more common as more people use credit cards[7]. By 
2018, financial crimes had cost the global financial services sector $42 billion, and their prev-
alence had increased substantially[8]. It happens both online and offline. There are two ways 
to use a credit card: a physical card or a virtual card. However, with a virtual card, there is no 
need for a card number and security code to purchase goods online and no physical card is 
required[9], [10]. 

Machine learning is a type of artificial intelligence (AI) that can help detect and prevent 
fraud[11]. It uses previous data to learn and suggest rules to identify risky behaviors, like 
suspicious logins, identity theft, or fraudulent transactions. Machine learning models are 
trained to recognize patterns of fraud[12]–[15]. They can learn from normal behavior and 
quickly spot unusual patterns that might indicate fraud[16]. This means they can detect sus-
picious activity even before a chargeback occurs. Machine learning is very useful in fraud 
detection because it can analyze large amounts of data, identify trends, and take quick ac-
tion[17]. 
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Banks are considered safe places to keep money, and credit cards are a secure way to 
make payments for goods and services[18]. This is because people no longer need to carry 
large amounts of physical cash, which reduces the risk of theft. However, electronic theft has 
recently increased, where hackers steal credit card details to steal money from people's ac-
counts. This has caused considerable monetary losses for financial institutions, organizations, 
and individuals[19]. The rise in fraud cases has raised concerns, making fraud detection a 
crucial and urgent task for businesses. 

Machine learning models are trained to recognize patterns of fraud. They can learn from 
normal behavior and quickly spot unusual patterns that might indicate fraud[20], [21]. Several 
ML algorithms such as Logistic Regression (LR), K-Nearest Neighbors (KNN), Naive Bayes 
(NB), Support Vector Machine (SVM), and Random Forest (RF) are effective in detecting 
fraud however RF technique builds several decision trees and aggregates the forecasts from 
them using an ensemble technique, the model's overall generalization and accuracy are en-
hanced, strengthening its resistance to overfitting. but have some setbacks regarding flexibility 
in feature selection, feature importance, and improved accuracy. This study aims to combine 
RF with ensemble feature selection techniques on the Kaggle dataset. The RF approach was 
chosen because of its capacity to reduce overfitting, and it is a great technique for addressing 
imbalanced datasets and providing vigorous predictions[22]. 

This paper makes the following contributions:  
1. The study ascertained that an ensemble feature selection technique that combined the re-

sults of three feature selection methods can identify the relevant features for fraud detec-
tion.  

2. The study demonstrated that the Random Forest algorithm effectively identifies fraudulent 
transactions while minimizing false positives.  

3. The study showed that the developed fraud prevention model can perform real-time fraud 
detection to identify and prevent fraudulent transactions quickly. 

2. Related Work 

Study [23] proposes a novel feature engineering framework coupled with a deep learning 
architecture for fraud detection. This framework uses a homogeneity-oriented behavior anal-
ysis (HOBA) to generate feature variables representing behavior information. Their approach 
uses the owner's personal identifying number (PIN) to authenticate the credit card. Each 
transaction needs to be authorized with a PIN, which is checked against the database to en-
sure accuracy before credit card usage is permitted. Research [24] proposes the application of 
big data analytics in dealing with Credit Card-Not-Present (CNP) fraud utilizing the Credit 
Card-Not-Present Fraud Detection and Prevention (CCFDP) technique. Study [25] employs 
a real-time model and a real dataset in their study to detect credit card fraud using a neural 
network's autoencoder to encode data. Regarding the real-time set classification problem us-
ing deep learning. Research [24]This model aids cardholders in identifying suspicious activity 
or fraud involving their transactions or card information. Before experiments, the dataset was 
balanced through Random Under-Sampling to address any imbalance issues. Furthermore, 
FDP reduces the dimensionality of characteristics using t-SNE, PCA, and SVD algorithms, 
which aids in accelerating the data training progression and improving accuracy. The FPP 
utilizes the logistic regression learning (LRL) model to evaluate the likelihood of CNP fraud 
success or failure. The proposed CCFDP mechanism is implemented in Python, and based 
on test results, the effectiveness of the proposed approach is confirmed. 

Study [26] conducted experiments on the Credit Card Fraud Detection dataset using 
different machine learning algorithms to evaluate their performance. They compared five al-
gorithms, including SVM, Naive Bayes, Logistic Regression, KNN, and Random Forest. 
Among these, Random Forest and KNN achieved the best scores. Notably, Random Forest 
produced a high MCC score of 0.848, indicating strong performance in fraud detection. Fur-
ther improvements were made by applying the Grid Search algorithm and fine-tuning param-
eters, resulting in an enhanced MCC value of 0.89. These findings suggest that the Random 
Forest algorithm effectively detects credit card fraud. Study [27] focused on understanding 
how fraud is concealed, examining fraud detection procedures, evaluating the reasoning be-
hind fraud, and analyzing the motivations for fraudulent acts. Research [28] developed a 
model focusing on real-time customer credit card transactions. The model only uses numeric 
input variables resulting from a PCA transformation. They employed the Logistic Regression 
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and Random Forest classifier algorithms for fraud detection. Unfortunately, specific details 
about the dataset were not provided due to confidentiality concerns. According to a study 
[29], card issuer banks need robust credit card fraud detection systems for all types of online 
credit card transactions. To establish this system, Relief-Based Feature Selection operates on 
observation probabilities. Table 1 summarizes the existing contributions to detecting credit 
card fraud. 

Table 1. Recent Contributions for Detecting Credit Card Fraud. 

Authors Selected Algorithms Efficient Algorithm Accuracy 

Kibria and Sevkli[17] LR, Deep Learning, and SVM Deep Learning 87.10% 

Naveen and Diwan [30] LR, QDA and SVM LR 99.38% 

Shaji et al. [26] ANN and SVM,  Both 88.00% 

Sinayobye et al. [31] KNN, DT, RF, SVM, LR KNN 82.60% 

Btoush et al. [32] Deep Learning DL 95.76% 

Taha et al. [33] Optimized Light Gradient Boosting 
Machine 

OLGBM 98.40% 

Roseline et al. [27] Long Short-Term Memory (LSTM) LSTM 99.58% 

3. Proposed Material and Method 

A Random Forest classifier was used as the adopted method to predict card detection 
based on the selected features. Random Forest is an ensemble learning method that constructs 
multiple decision trees and combines their predictions to improve the overall accuracy and 
reduce overfitting. The model was trained and evaluated using the selected features and the 
pre-processed dataset [28]. 

3.1 Data Gathering 

The dataset used in this study was obtained from Kaggle “https://www.kaggle.com/da-
tasets/mlg-ulb/creditcardfraud”, a popular online platform for data science competitions and 
datasets. The dataset contains credit card transactions performed by European cardholders 
in September 2013. Out of the 284,807 transactions in this dataset, 492 were fraud. Input 
variables consist entirely of numbers that have undergone PCA transformation. However, 
providing the original characteristics and additional context for the data is not possible due 
to confidentiality constraints. Figure 1 below shows the fraud class distribution where class 
A is the class distribution of the original dataset and class B is the fraud class distribution after 
dataset balancing. 

 

Figure 1. Fraud Class Distribution. 

3.2 High-Level Architecture of the Proposed Model 

The high-level model of the proposed system utilizing the Random Forest Algorithm 
and Ensemble Feature Selection Technique for credit card fraud detection. The architecture 
of the model is depicted in Figure 2. The development process begins with acquiring data 
from our local storage with a.csv file extension, which is a simple file format for Python to 
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import using the panda's package. The dataset was cleaned, and training and test data were 
split using the cross-validation technique. Three base learners were created and utilized to 
train on the training dataset. To attain the best possible performance, hyperparameters were 
fine-tuned. 

  

Figure 2. High-Level Architecture of the Proposed Model. 

3.2.1 Data Integration 

The data integration uses Apache Nifi, an open-source data integration tool with a web-
based data flow design interface. Users can collect, exchange, and manage data from many 
sources with its assistance. 

 

3.2.2 Data Cleaning 

Python Library's pandas was implemented for data cleaning, it is a robust Python library 
for data manipulation and analysis, even though it isn't a stand-alone program. It offers a wide 
range of preprocessing and data cleaning functions in a Python context. 

 

3.2.3 Handling of Missing Values 

The robust and popular Python data manipulation library pandas (Python Library) is 
used. It offers techniques for handling missing values in DataFrames. 

 

3.2.4 Data Transformation 

Data transformation is done in Python using the Scikit-learn module. It offers features 
for feature selection, scaling, and categorical variable encoding. 

 

3.2.5 Data Normalization 

The MinMaxScaler class, which is included in Scikit-learn, was implemented to normal-
ize data to a given range (by default, [0, 1]). 

3.3 Ensemble Feature Selection Technique 

The Ensemble Feature Selection Technique is a method that combines the results of 
multiple feature selection techniques to obtain a more robust and accurate group of attrib-
utes[34]–[38]. The Features in this study are chosen and eliminated based on three conditions 
for feature aggregation[39]. This approach resulted in a final set of seven features for 
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predicting card detection. Table 2, shows the attribute rank score of the three feature selection 
techniques based on their importance.  

3.3.1 Recursive Feature Elimination (RFE) 

RFE is a selection method in which the remaining features are used to form a model 
after the least significant features are recursively removed. Until the required number of fea-
tures is attained, this process is continued. This study utilized RFE to identify the most rele-
vant features for predicting card detection. In recursive feature elimination, the features were 
ranked based on their importance (features with more than one were neglected)[40]. The 
mean threshold is given by Equation (1). 

ℎ1 =
∑ 𝑥𝑖

𝑛
 (1) 

Where 𝑥𝑖  =  𝑥1  +  𝑥2  + 𝑥3 +  ⋯ 𝑥𝑛, ℎ1 is the average score obtained from RFE, 𝑛 

is the total number of features, and ∑ 𝑥𝑖 is the total score containing rank 1. 
 

3.3.2 Information Gain (IG) 

IG is a measure of the reduction in entropy or uncertainty when a particular feature is 
used to split the dataset. Higher information gain features are thought to be more significant 
for categorization. IG was employed in this study to rank the features based on their degree 
of relevance to the target variable. Prioritizing the attributes aimed to obtain more infor-
mation[41], [42]. The mean threshold is given in Equation (2). 

ℎ2 =
∑ 𝑥𝑖

𝑛
 (2) 

Where 𝑥𝑖  =  𝑥1  +  𝑥2  + 𝑥3 +  ⋯ 𝑥𝑛 , ℎ2  is the mean score threshold for infor-
mation gain, 𝑛 is the number of features and ∑ 𝑥𝑖 is the sum of the rank score. 

 

3.3.3 Chi-Squared (χ2) Test 

The Chi-square test is A statistical test for determining the correlation between two cat-
egory variables. It is used to evaluate the features' dependence on the target variable in the 
context of feature selection. Higher Chi-Squared features are thought to be more significant 
for categorization. In this study, the features were ranked using the Chi-square test based on 
their association with the target variable[43], [44]. The mean threshold is given by Equation 
(3). 

ℎ3 =
∑ 𝑥𝑖

𝑛
 (3) 

Where 𝑥𝑖  =  𝑥1  +  𝑥2  + 𝑥3 +  ⋯ 𝑥𝑛 , ℎ3  is the mean score threshold for Chi-

Squared, 𝑛 is the number of features, and ∑ 𝑥𝑖 is the sum of the rank score. 
 
The Chi2, Information gain, and RFE ranking values for the quantifiable features in the 

Kaggle dataset are presented in Table 2 below. 

Table 2. Ranking of Attributes Score using the Individual Technique. 

Attributes names  Chi-Squared score  Information Gain 
score  

RFE score 

Time  5.952875 0.001922 9 

V1  3.380121  0.002127 13 

V2  0.939127  0.003228 16 

V3  8.742138  0.004952 5 

V4  79.307556  0.004976 1 

V5  0.289662  0.002389 1 

V6  0.370052  0.002388 3 

V7  2.137646  0.003951 8 
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V8  0.023512  0.001898 1 

V9  8.419628  0.004277 1 

V10  13.364745  0.007530 1 

V11  88.222110  0.006831 1 

V12  38.953409  0.007601 1 

V13 0.078738  0.000408   1 

V14  41.919315  0.008136 1 

V15  0.070722  0.000312 10 

V16  19.011503  0.006144 1 

V17  25.287263  0.008258 1 

V18  18.006508  0.004317 19 

V19 2.471903  0.001470   20 

V20  0.013348 0.001205 12 

V21  0.116153 0.002453 2 

V22  0.000415  0.000355 4 

V23  0.000265  0.000764 14 

V24  0.258760  0.000644 7 

V25  0.004617  0.000498 6 

V26  0.082453  0.000500 15 

V27  0.011729  0.002444 11 

V28  0.003711  0.001870 17 

Amount  0.248969  0.001499 18 

3.4 Algorithm 

The attribute is not taken into deliberation if its value does not satisfy the aforemen-
tioned conditions for aggregation as in Algorithm 1. 

 

Algorithm 1. Ensemble feature selection techniques 
INPUT: Kaggle Dataset, FS measures (Information Gain, Chi-Squared, RFE), Estimator 
OUTPUT: Optimal features 

1: Initialize an empty set (X) to store the combined features.  
2: Compute the RFE value 
3: Calculate the mean of the score obtained from step 2.  
4: Compute the information of all the attributes of the dataset.  
5: Calculate the mean of the scores obtained from step 4. 
6: Compute the Chi-squared score for all the attributes of the dataset  
7: Calculate the mean of the scores obtained from step 6.  
8: While f(value) =1 && <=h2 &&<=h3// Must satisfy the conditions for aggrega-

tion 
9: Add features to Empty set (X) 
10: Repeat step 9 until the optimal features are selected 
11: End While 
12: Return (X) list of selected features// Validate the EFST 
13: Apply the random forest classifier on (X)  
14: Train the DT estimator on all the features of the dataset. 
15: Return the performance of the Random Forest classifier 

 
The dataset is cleaned up and preprocessed, then an EFST, which consists of the com-

bination of RFE, IG, and Chi2, for selecting the most important feature from an enormous 

number of options, The values computed as the three thresholds are; ℎ1, ℎ2, and ℎ3. For a 
feature to be selected from the dataset using the EFST, it must satisfy these three conditions. 
The Random Forest classifier is applied, and the model is trained using cross-validation. The 
procedure of cross-validation is used to enhance model performance over a fixed train and 
test the split of the dataset. Then it’s tested and evaluated. 
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The threshold value for each feature selection method: 

For Recursive Feature Elimination: ℎ1 = 1.0 

For Information Gain: ℎ2 =  
∑𝑥𝑖

𝑛
= 0.003178  

For Chi-Squared: ℎ3 =
∑𝑥𝑖

𝑛
= 11.9227  

Three Conditions for Feature Aggregation 
Condition 1: The RFE value = 1 

Condition 2: The score for information gain ≥ ℎ2               

Condition 3: The score for Chi-square≥ ℎ3 
i.e. iff (If and Only If) Condition 1 = TRUE && Condition 2 = TRUE && Condition 3 = 

TRUE. The attribute is not considered if its value does not satisfy the abovementioned con-
ditions for aggregation. 

Applying the above conditions in Table 2, the result in Table 3 shows the various thresh-
old values for each feature. 

Table 3. The threshold value for each feature. 

Selection technique  Threshold values  Number of selected features 

RFE 1.0 17 

Information Gain 0.003178 12 

Chi-square 11.9227 8 

EFST must satisfy the three conditions 7 

4. Results and Discussion 

Confusion Matrix summarizes the true positive, true negative, false positive, and false 
negative predictions to compare the expected values with the actual values. A confusion ma-
trix is presented as shown in Figure 3 below. The confusion or error matrix displayed in the 
table below has four measurement parameters.  These evaluation metrics were used to assess 
the performance of the Random Forest classifier in predicting fraud[45], [46]. 

  

Figure 3. Confusion Matrix. 

Where True Positive (TP): The true value is likewise YES, as anticipated by the model. 
False Positive (FP): The real result is NO, despite the model's prediction of YES. Another 
name for it is Type-I error. False Negative (FN): Type-II error occurs when the model pre-
dicts a result of YES but the actual value is NO. True Negative (TN): Both the actual value 
and the model forecast are NO.  

The Area Under the Precision-Recall Curve (AUPRC) are used to calculate the perfor-
mance of the model using Equations (4) to (7) respectively as thus. And Figure 4, below 
shows the confusion matrix of the model. 
• Accuracy (AC) - It is the percentage of true attack detection over total data samples 

𝐴𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
∗ 100 (4) 

• Precision (PR) is the percentage of correctly classified attacks divided by the total num-
ber of predicted attacks. 

𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
∗ 100 (5) 
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• Recall (RC) - A model can properly identify the actual positives among all the possible 
positives in the dataset. 

𝑅𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
∗ 100 (6) 

• F1-score (F1) - It is a measure of model accuracy on a dataset. Mathematically, it is the 
harmonic average of precision and recall. 

𝐹1 =
2(𝑃𝑅 ∗ 𝑅𝐶)

𝑃𝑅 + 𝑅𝐶
 (7) 

 

Figure 4. Confusion matrix of the proposed method 

The Receiver Operating Characteristic (ROC) Score of 95.83% indicates that the model 
can distinguish between fraudulent and non-fraudulent transactions. This score is a crucial 
metric in evaluating the performance of a fraud detection model, as it measures the trade-off 
between a true positive rate (sensitivity) and a false positive rate (1-specificity). The Accuracy 
of 99.6% demonstrates that the model can correctly classify most transactions as fraudulent 
or non-fraudulent. This high accuracy is essential in fraud detection, as it minimizes the num-
ber of false alarms and ensures that genuine transactions are not mistakenly flagged as fraud-
ulent.  

The F1 Score of 99.6%% is a measure of the model's precision and recall, which are 
both crucial in fraud detection. An elevated F1 Score suggests that the model can accurately 
minimize false positives while identifying fraudulent transactions. The Precision of 100% fur-
ther supports this, as shown in Table 4, the model can correctly identify a high percentage of 
fraudulent transactions among those flagged as suspicious.  

Table 4. The Effectiveness of Various Feature Selection Techniques 

Features Accuracy Precision Recall F1 

RFE 99.62 98 100 99.91 

IG 99.83 98 100 99.90 

CHI2 99.78 99 99 99.88 

EFST 99.6 100 99.4 99.6 
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4.1 Model Performance and Training Time 

Using the ensemble feature selection technique offers various advantages. First, because 
fewer features were employed in the training process, the training time for the Random Forest 
model was shortened, as depicted in Figure 5. This is predominantly significant for real-time 
fraud detection schemes, where quick response times are critical to avoiding fraudulent trans-
actions. Second, the Random Forest model's excellent accuracy of 99.6% shows that the en-
semble feature selection technique did not degrade the model's performance. In reality, by 
concentrating on the most important characteristics, the model was able to detect fraudulent 
transactions while minimizing false positives accurately. This is essential to organizations be-
cause it enables them to secure their customers and assets while providing a great customer 
experience[47], [48]. 

 

 

Figure 5. Time Training Comparison 

4.2 Summary 

This research investigates the application of machine learning algorithms for fraud de-
tection and prevention in card transactions. An ensemble feature selection strategy is em-
ployed, combining the results of three feature selection methods: information gain, recursive 
feature elimination, and chi-squared. The measures of ROC score, Accuracy, F1 Score, and 
precision are used to assess model performance. However, in fraud detection, a high precision 
value is preferred. This is because if a transaction is labeled fraud (positive), but is not, it can 
result in financial loss and an undesirable customer experience. Therefore, reducing false pos-
itives (high precision) is a priority. 

The findings of this study show that the RF algorithm, combined with ensemble feature 
selection techniques, effectively identifies fraudulent transactions while reducing false posi-
tives, where the precision value reaches 100%. The model's accuracy of 99.6% also shows 
that its use in fraud detection and prevention is still proven to be reliable. In addition, adopt-
ing ensemble feature selection techniques also helps to reduce the duration and complexity 
of model training significantly. 

5. Conclusions 

The research underscores the imperative of employing sophisticated feature selection 
methods and machine learning algorithms for the detection and prevention of card transac-
tion fraud. In conjunction with the ensemble feature selection technique, the Random Forest 
algorithm demonstrated a commendable ability to identify fraudulent transactions while min-
imizing false positives. The model's outstanding accuracy and significant reduction in com-
putation complexity make the potential for practical application in real-world fraud detection 
systems. 
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