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Abstract: Diabetes Mellitus is a hazardous disease, and according to the World Health Organization 

(WHO), diabetes will be one of the main causes of death by 2030. One of the most popular diabetes 

datasets is PIMA Indians, and this dataset has been widely tested on various machine learning (ML) 

methods, even deep learning (DL). But on average, ML methods are not able to produce good accu-

racy. The quality of the dataset and features is the most influential thing in this case, so deeper invest-

ment is needed to examine this dataset. This research will analyze and compare the PIMA Indians and 

Abelvikas datasets using the Random Forest (RF) method. The two datasets are imbalanced, in fact, 

the Abelvikas dataset is more imbalanced and has a larger number of classes so it is be more complex. 

The RF was chosen because it is one of the ML methods that has the best results on various diabetes 

datasets. Based on the test results, very contrasting results were obtained on the two datasets. Abelvikas 

had accuracy, precision, and recall, reaching 100%, and PIMA Indians only achieved 75% for accuracy, 

87% for precision, and 80% for the best recall. Testing was done with 3, 5, 7, 10, and 15 tree number 

parameters. Apart from that, it was also tested with k-fold validation to get valid results. This deter-

mines that the features in the Abelvikas dataset are much better because more complete glucose fea-

tures support them. 

Keywords: Classification Diabetes Types; Comprehensive analysis for diabetes types classification; 

Prediction for health technology; Random Forest; Feature Analysis; Abelvikas Dataset.  

 

1. Introduction 

Diabetes Mellitus is a chronic disease in which the sufferer's body has high blood sugar 
levels. Diabetes occurs because the pancreas cannot make the insulin hormone properly so 
that it cannot be used in the body efficiently[1]. Diabetes is a dangerous disease. From pre-
dictions made by the World Health Organization (WHO), diabetes is one of the leading 
causes of death in 2030, and the death rate will increase by 54% between 2015 and 2030 in 
America despite medical advances and prevention efforts[2]. There is a need for early detec-
tion of this disease. If not treated quickly and appropriately, it can cause many complications. 
Short-term complications include ketoacidosis, coma, and death. Meanwhile, long-term com-
plications that can arise include a malfunctioning heart that causes stroke, damage to the 
retina in the eye, chronic kidney failure, nerves, and teeth [3]. 

There are two types of diabetes, namely type 1 and type 2 diabetes. Although the symp-
toms are similar, there are differences such as the causes and treatment methods. For type 1 
diabetes, the hormone insulin cannot be produced by the body because the pancreas's beta 
cells are damaged, resulting in decreased insulin production. Whereas for type 2 diabetes, the 
body usually produces insulin, the cells in the body are less sensitive, so it cannot be used 
optimally[4], [5]. In the traditional paradigm, type 2 diabetes is only experienced by adults, 
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and type 1 is only experienced in children. Still, it is inaccurate because all age groups can 
experience this disease. The appearance of type 1 diabetes symptoms in adults may differ 
from those in children. However, difficulties in diagnosis can occur in children, adolescents, 
and adults[5]. Technological developments in various sectors are increasing[6], [7], especially 
in the health sector. Data mining technology has been applied in this field to help solve prob-
lems. Data mining has several techniques, including classification, clustering, association, and 
regression. Classification is a technique in data mining that is used to classify data based on 
the relationship of the data to sample data. Classification techniques in data mining can be 
used to help identify types of diabetes based on existing data. 

Diabetes mellitus classification can be done using machine learning methods, for exam-
ple, classification and regression tree (CART), random forest (RF), logistic regression (LR), 
decision tree (DT), and support vector machine (SVM). The advantages of the CART algo-
rithm include more accurate results, faster calculations, easier to interpret, and can be used 
for large data sets. The downside is that CART is less stable and sensitive to new data. So it 
really depends on the number of samples, if the sample data changes then the decision tree 
results will change[8]. The advantages of RF include handling missing values (missing data) 
in the dataset, producing lower errors, effectively handling large amounts of training data 
efficiently, providing good classification results, and avoiding overfitting [9]. Previous re-
search [10], which compared the CART and RF algorithms, found that the accuracy of the 
CART method was 64.9%, while the RF was 71%. This shows that the RF method is superior. 
Another study [11] also compared LR, DT, SVM, and RF for diabetes classification. In gen-
eral, LR is a simple probability-based classification method. The LR is superior for cases when 
the relationship between features and targets is linear or almost linear, but is ineffective when 
the relationship between features and targets is not linear is susceptible to overfitting if there 
is no regulation and cannot handle different features, highly non-linear or complex feature 
interactions. SVM is effective over high-dimensional feature spaces, suitable for cases with 
little training data, and can handle non-linear classification problems through kernels. How-
ever, SVM is weak if the dataset is large and requires selecting appropriate kernels. The DT 
is superior because it does not require normalization or scaling of the data and is suitable for 
data that has categorical features, but if the tree is too deep, it is susceptible to overfitting and 
can be unstable if data changes are small[12]. The results of the research [11] produced the 
highest accuracy in DT and RF.  

Another study [13] also tested several popular ML methods such as DT, RF, SVM, and 
K-nearest neighbor (KNN) on private datasets taken from the Department of Medical Ser-
vices, Bangkok, between 2019 and 2021. The result was that RF was also the best method in 
two types of experiments, where the first experiment was classification without construct 
interaction terms and with interaction terms. What is meant by interaction terms here is op-
timization with feature selection and hyperparameter tuning. The RF produces 88.2% accu-
racy without interaction terms, while accuracy increases to 97.5% with interaction terms. Di-
abetes classification research [14] also compared RF and DT methods. This research explains 
that the dataset consists of 19 variables for 403 out of the 1,046 surveyed topics among Afri-
can Americans in a study aimed at determining the prevalence of obesity, diabetes, and other 
cardiovascular risk factors in Central Virginia. The result is that the RF method is also superior 
to DT, with an accuracy of 86.53% without feature selection and an accuracy of 92.02% with 
feature selection. 

Features influence classification results in data mining [7], so feature selection is very 
important[15], [16]. This can be done if the number of features is large enough and complete. 
Popular datasets such as PIMA Indians have minimal features, namely eight features and one 
class attribute[17]. , in this case perhaps feature selection is not effective enough. However, if 
a dataset is designed with knowledge of the most influential features, it will improve it and 
produce the best performance with various algorithms. However, in data mining, the dataset 
as input is the thing that most determines the next handling steps. Various studies such as[18]–
[21], used the PIMA Indians dataset on various ML classifiers. In research [18], several fea-
tures have been tested, namely 3, 5, and all features. The result is that each number of features 
can be superior in one of the sections, namely recall, specificity, F1 score, and area under the 
curve (AUC). Furthermore, based on test results from research [18]–[21], the ML method 
tested could not achieve an accuracy of up to 90%. This contrasts sharply with the Abelvikas 
dataset tested in research [11], where classification accuracy reached 100%. This 100% result 
sometimes makes other researchers less confident and may need to retest. 
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Based on the literature above, this research aims to further analyze the performance of 
the RF method on two datasets, namely PIMA Indians and Abelvikas. These two datasets 
have a number of records that are not much different but have very different features. The 
RF method was chosen because it is able to produce the best accuracy on various datasets. 
The contributions of this paper are: 
1. Further analyze the RF method by setting the parameters for the number of k-fold cross-

validations and limiting the number of trees. 
2. Analyze what features and their influence on classification performance on both da-

tasets. 
3. Analyze in more detail based on accuracy, precision, and recall measuring instruments, 

which measuring instrument is most suitable to be used as a benchmark, the most im-
portant reasons. 
The rest of this paper is presented in three sections, namely methodology in the second 

section discusses the theory, literature, methods used, and the reasons. The third section ex-
plains the results and analysis; the last is the conclusion.  

2. Methodology 

This section begins by explaining the research methodology presented in Figure 1. The 
methodology used in this research is quite simple, consisting of four main stages: dataset 
collection, preprocessing, RF classification, and evaluation, presented in subsections 2.1 to 
2.4. 

 

 

Figure 1. Research Methodology. 

2.1 Dataset Collection 

In this study, two datasets were used, namely the Abelvikas dataset and the PIMA Indi-
ans dataset. The Abelvikas dataset was chosen because in research [11], the RF method was 
able to produce accuracy up to 100%, so we reviewed it because in most diabetes datasets, 
especially in the PIMA Indians dataset, it is very difficult to produce accuracy up to 90% if 
done using standard ML methods. Based on Abelvikas data downloaded from the link 
data.world/abelvikas/diabetes-type-dataset. It is known that there are 1009 records with eight 
attributes, including class and type. The attributes of the Abelvikas dataset are presented in 
Table 1. The PIMA Indians dataset can be accessed at the url: www.kaggle.com/uciml/pima-
indians-diabetes-database, this dataset has 768 records (500 non-diabetics and 268 diabetics). 
The features used in the PIMA Indians dataset are presented in Table 2. 

Table 1. Abelvikas dataset attributes. 

No Attribute Data Type Note 

1 Age Numeric Patient age 

2 BS Fast Numeric Fasting blood sugar before eating (mmol/L) 

3 BS pp Numeric 
Blood sugar within 90 minutes after eating 

(mmol/L) 

4 Plasma R Numeric 
Randomized plasma glucose test at any time 

(mmol/L) 

5 Plasma F Numeric 
A fasting plasma glucose test is usually done in the 

morning (mmol/L) 

6 HbA1c Numeric 
This test is performed to measure the average blood 

glucose level over the last 2-3 months (mmol/L) 

7 Type String Diagnosis type (Type 1, Type 2, and Normal) 

8 Class Boolean Diagnostic results (true or false) 

 

Dataset 

collection 
Preprocessing 

Random Forest 

Classification 
Evaluation 
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Table 2. PIMA Indians dataset attributes. 

No Attribute Data Type Note 

1 Preg Numeric The number of pregnancies 

2 Gluc Numeric 
Glucose plasma levels two hours after consuming glu-

cose  

3 BP Numeric Diastolic blood pressure (mm Hg)  

4 Skin Numeric 
Thickness of the skin fold on the triceps of the upper 

arm (mm)  

5 Insulin Numeric 
 Insulin serum levels in the blood two hours after the 

glucose test (lh/ml)  

6 BMI Numeric 
Body mass index [weight in kg/(Height in m)], an index 

used to evaluate a person's relative weight  

7 DPF Numeric 
Diabetes pedigree function is a value that measures ge-

netic risk factors based on a family history of diabetes. 

8 Age Numeric patient's age in years 

9 Class Boolean Diagnostic results (true or false) 

 
Based on the data presented above, it appears that there are quite a lot of significant 

differences between these two datasets. The Abelvikas dataset has six main features that have 
numeric values, while the other two are label attributes. One attribute, namely age, is shared 
by both datasets. There are five attributes directly related to the patient's blood for Abelvikas, 
whereas there are four for PIMA Indians. The PIMA Indians dataset only has two labels, 
namely diabetic and non-diabetic, while Abelvikas has three labels, namely diabetic type 1, 
diabetic type 2, and non-diabetic/ normal. 

 

2.2 Preprocessing 

In this research, several preprocessing was carried out, namely first, by eliminating du-
plicate data. Duplicate data is removed so that the data is cleaner, and no data is the same, so 
the data mining results will be more accurate and faster. At this stage, we do it manually using 
MS Excel. In the Abelvikas dataset, 386 duplicate data were obtained, so only 623 records 
were left, see Figure. 1. Meanwhile, in the PIMA Indians dataset, no duplicate data was found. 

 

Figure 1. Search and delete duplicate data. 
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Then, the next preprocessing step is to remove unused attributes. The Abelvikas dataset 
has two string attributes, so the class attribute was removed. The type attribute is the result 
of the diagnosis type (normal, type 1, or type 2), and this attribute is retained because it has a 
more specific diagnosis. Next, each record was identified based on type, of which there were 
428 normal types, 101 Type 1 data, and 94 Type 2 data. From this analysis, it was concluded 
that the Abelvikas and PIMA Indians datasets were imbalance datasets. Even more specifi-
cally, the Abelvikas dataset was more imbalanced, more clearly see Figure 2. According to 
[22], [23], classification problems on imbalanced datasets have several significant implications. 
One is accuracy imbalance, where models built on such datasets tend to have high accuracy 
overall but can be very ineffective at predicting minority classes. This happens because the 
model tends to predict the majority class for almost all data, while minority classes are often 
ignored. Additionally, this can result in the model being biased towards the majority class, 
ignoring important patterns in the minority class. Model evaluation is also problematic, as 
metrics such as accuracy no longer provide an accurate picture of model performance. Finally, 
handling data rarely appearing in minority classes is difficult due to their small number, which 
can result in the model making more errors in predicting those classes.    

  

Figure 2. Dataset composition based on class labels. 

2.3 Classification Method 

The RF is the method proposed in this research, and this algorithm is relatively good to 
handling imbalanced dataset problems. RF is ensemble learning consisting of many decision 
trees. Each tree is learned from samples taken with replacements from the dataset. When RF 
makes predictions, each tree votes and the final result is the result of the majority of all trees. 
RF randomly selects a subset of attributes for each tree, which helps prevent the model from 
being overly influenced by the majority of attributes. This can reduce bias towards the major-
ity. RF has also been tested on various diabetes datasets, including the two datasets above, 
and the results are quite good. But there has been no in-depth discussion regarding comparing 
these two datasets. In this study, the diabetes dataset was separated into training and testing 
data. The k-fold cross-validation split method is used to obtain more valid results, where k 
values of 3, 5, 7 and 10 fold are used. 

The RF has more than one tree, and each tree will be generated based on the training 
process. The number of trees is one of the important parameters in RF, and is included in the 
category of hyperparameters that can be adjusted. The number of trees will affect RF perfor-
mance. Increasing the number of trees in an RF can improve model performance. With a 
larger number of trees, RF can better generalize and reduce overfitting on training data and 
have more stable predictions. However, if the number of RF trees is too large or unlimited, 
RF continues to create new trees until it meets certain stopping conditions. This can cause 
RF to be very complex and slow in training. Without limitation, RF also has the potential to 
overfit the training data. So, in this study, the number of trees is limited. It is limited to 3, 5, 
7, 10 and 15 for each k-fold. 

428; 69%

101; 16%

94; 15%

Abelvikas

Normal Type 1 Type 2

500; 65%

268; 35%
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Normal Diabetic
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2.4 Evaluation 

In this research, the evaluation of classification methods was carried out using several 
measuring tools such as accuracy, precision, and recall. Accuracy is used to measure the extent 
to which the classification model is correct in predicting all classes correctly, which can be 
calculated by Eq. (1). precision is used to measure the extent to which the model's positive 
predictions are correct from all the positive predictions of the classification results, this can 
be calculated by Eq. (2). Meanwhile, recall is useful for measuring the extent to which the 
method is able to identify all true positive instances from all existing positive instances, which 
is calculated by Eq. (3). 

𝑎𝑐𝑐 =
𝐴𝑙𝑙 𝑡𝑟𝑢𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝐴𝑙𝑙 𝐷𝑎𝑡𝑎
 (1) 

𝑝𝑟𝑒 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐴𝑙𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑑𝑎𝑡𝑎
 (2) 

𝑟𝑒𝑐 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (3) 

Where all true data is true positive and true negative, all positive data is true positive and false 
positive, and all data contains true positive, true negative, false positive, and false negative. 

3. Results and Analysis 

This research was implemented using the Python programming language. The scikit 
learn library uses the RandomForestClassifier class and the Gini index to form a tree. The 
number of trees is set with the n_estimators parameter. Meanwhile, to divide data by k-fold 
using the StratifiedKFold function, where the n_splits parameter is used to determine the 
number k = 3,5, or 10. StratifiedKFold was chosen because the dataset used is imbalanced, 
and this function is relatively better for imbalanced data distribution. The results of the 
method implementation are presented in Table 3 for the Abelvikas dataset and Table 4 for 
the PIMA Indians dataset. 

 

Table 3. Results in Abelvikas Dataset. 

K-Fold 
Num of 

Trees 
Accuracy Precision Recall 

3-Fold Cross Validation 3 99.357 98.679 98.639 

 5 99.518 99.262 98.969 

 7 99.839 99.669 99.649 

 10 100 100 100 

 15 100 100 100 

5-Fold Cross Validation 3 99.518 98.96 99.268 

 5 99.839 99.922 99.649 

 7 100 100 100 

 10 100 100 100 

 15 100 100 100 

10-Fold Cross Validation 3 99.839 99.669 99.649 

 5 99.839 99.922 99.649 

 7 100 100 100 

 10 100 100 100 

 15 100 100 100 
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Table 4. Results in PIMA Indians Dataset. 

K-Fold 
Num of 

Trees 
Accuracy Precision Recall 

3-Fold Cross Validation 3 72.265 79.000 78.528 

 5 72.005 81.200 77.039 

 7 72.265 82.800 76.525 

 10 74.218 86.400 76.868 

 15 76.041 83.800 80.268 

5-Fold Cross Validation 3 69.921 78.200 76.218 

 5 70.963 79.000 76.998 

 7 73.046 81.600 78.011 

 10 75.651 87.000 78.096 

 15 75.781 84.200 79.734 

10-Fold Cross Validation 3 72.265 81.800 77.024 

 5 75.390 83.400 79.732 

 7 76.041 85.800 79.151 

 10 75.651 88.200 77.504 

 15 75.520 85.800 78.571 

 
Based on the data produced in the two tables, both datasets have striking results based 

on accuracy, precision, and recall. The test results on the Abelvikas dataset look very good, 
with accuracy, precision, and recall all above 99% or even up to 100%. Meanwhile, in the 
PIMA Indians dataset, the accuracy, precision, and recall vary, namely around 69 to 75% for 
accuracy, 78% to 87% for precision, and 76% to 80% for recall. These results are identical to 
previous research, either with the same or a different dataset. This shows that the RF perfor-
mance for classifying the PIMA Indians dataset is proven to be valid, as well as the Abelvikas 
dataset. 

The unequal results presented in Tables 3 and 4 are of course greatly influenced by the 
features in the dataset. Because both datasets are imbalanced and the number of records is 
slightly different. Even the Abelvikas dataset tends to be more imbalanced and has more 
classes. Surprisingly, the classification results show that RF is more powerful for predicting 
the Abelvikas dataset. This is caused by the dominance of the blood glucose feature in the 
Abelvikas dataset, i.e., five of the six features. These features may be particularly informative 
in differentiating the three types of diabetes diagnosis. Blood glucose test results and patient 
age are important factors in the diagnosis of diabetes. 

A more detailed discussion needs to be discussed on these three measuring instruments. 
It should be noted that these three measuring instruments are the most popular and have 
been widely used in previous research. Accuracy is used to measure the extent to which the 
model can correctly predict both the positive class (patients who have the disease) and the 
negative class (patients who do not have the disease). Accuracy is an important metric in 
general, but in cases of class imbalance (where the number of patients with diabetes may be 
fewer), accuracy may not provide an accurate picture of model performance. Accuracy will 
tend to predict the majority class, so even though accuracy is high, it will not necessarily be 
able to detect diabetes patients. Meanwhile, precision measures the extent to which positive 
predictions from the model are correct. In the context of disease prediction such as diabetes, 
precision measures what percentage of patients predicted to have the disease actually have 
the disease. Precision is essential when false positives can have serious consequences or when 
the cost of further testing is high. 

Recall is also known as sensitivity or true positive rate, useful for measuring the extent 
to which a model can detect all true positive cases. In the context of disease prediction, recall 
measures how well the model can detect all patients who actually have the disease. Recall is 
necessary when one does not want to miss true disease cases, even if it means there are some 
false positives [24]. Thus, in the context of disease prediction such as diabetes, recall is often 
considered a more important metric than accuracy and precision. This is because identifying 
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all patients who actually have the disease is a top priority, and we want to avoid false negative 
errors that can have serious consequences. 

4. Conclusions 

This research has succeeded in carrying out the objectives of this research. The RF 
method obtained satisfactory and appropriate prediction results, especially on the Abelvikas 
dataset. The results regarding k-fold validation and the number of trees show that k-fold 
validation has a smaller message than the number of trees in this case. Using more trees pro-
duces better performance based on accuracy, precision, and recall. The Abelvikas dataset was 
also proven to have better features and minimum data noise, even though it initially had many 
duplicate data. However, after deleting the performance data on the Abelvikas dataset, it is 
much better than PIMA Indians. The Abelvikas dataset is relatively more imbalanced with a 
better number of classes, but the classification results are very unequal with significant ad-
vantages. Of course, this is influenced by the quality and features used in the Abelvikas da-
taset. The number of blood glucose features is the majority in the Abelvikas dataset, this 
allows for better results. Finally, in the case of health prediction, you need to know that recall 
is a more important measuring tool, especially when it can occur in imbalanced datasets. In 
the future, diabetes dataset collection will be better if it has richer glucose features to produce 
the best accuracy and a relatively simple method based on ML. 
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