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Abstract: Convolutional neural network (CNN) is a deep learning (DL) model that has significantly 

contributed to medical systems because it is very useful in digital image processing. However, CNN 

has several limitations, such as being prone to overfitting, not being properly trained if there is data 

duplication, and can cause unwanted results if there is an imbalance in the amount of data in each class. 

Data augmentation techniques are used to overcome overfitting, eliminate data duplication, and ran-

dom under sampling methods to balance the amount of data in each class, to overcome these problems. 

In addition, if the CNN model is not designed properly, the computation is less efficient. Research has 

proved that data augmentation can prevent or overcome overfitting, eliminating duplicate data can 

make the model more stable, and balancing the amount of data makes the model unbiased and easy to 

learn new data as evidenced through model evaluation and testing. The results also show that the cus-

tom convolutional neural network model is the best model compared to ResNet50 and VGG19 in 

terms of accuracy, precision, recall, F1-score, loss performance, and computation time efficiency. 

Keywords: Convolutional Neural Network; COVID19 detection; Image Classification; Image  

Recognition; Transfer learning;  

 

1. Introduction 

Coronavirus disease 2019 (COVID-19) is an infectious disease caused by severe acute 
respiratory syndrome coronavirus 2, or SARS-CoV-2[1]. People with COVID-19 can spread 
the virus through their mouth or nose when talking, singing, breathing, coughing or sneezing 
[2]. Necessary to detect COVID-19 accurately because the disease has similar clinical symp-
toms to other infectious lung diseases. A person suspected of having contracted COVID-19 
must immediately know the exact condition of their body so that they can isolate themselves, 
receive treatment, and warn other people who have had direct contact [3]. 

Research proves that X-rays and computed tomography scans (CT scans) help reveal 
anomalies that indicate COVID-19 disease[4]. X-rays and CT scans play an important role in 
diagnosing COVID-19 disease, especially when clinical trials are not available [5]. However, 
CT scans have a long process of producing images, expensive scanners are not available in 
underdeveloped countries. They cannot be used for pregnant women and children due to the 
high radiation hazard[6]. Conversely, X-ray images are the fastest and easiest form of imaging 
to obtain with lower side effects on the human body [1]. 

Artificial intelligence has proven effective in recent years and plays an important role in 
various medical fields. Artificial intelligence can help doctors diagnose diseases more accu-
rately[7]. Radiologists suggest that artificial intelligence is useful in detecting COVID-19 using 
X-ray images. The contribution of artificial intelligence in medical imaging as the main source 
of information has been confirmed by many experts. It serves as a tool for early diagnosis in 
describing complications of COVID-19[6]. Artificial intelligence, especially machine learning 
and deep learning, is gaining popularity in the medical field because it makes it possible to 
classify images without human intervention. [8]. 
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Machine learning (ML) is a term used to describe the concept of software that learns 
automatically to solve problems or perform tasks. ML becomes more and more accurate over 
time through the learning process. ML works by receiving training data as input, building a 
mathematical model based on the input, and then using the mathematical model to solve the 
problem.[9]. ML has several techniques, such as k-nearest neighbors (KNN), support vector 
machine(SVM), and random forest(RF)[10]–[12]. Several ML techniques have been used to 
diagnose COVID-19. However, these techniques have the same weaknesses, namely low di-
agnostic accuracy, long prediction time, and high complexity [9]. Feature selection also has a 
large influence on machine learning performance. Biased selection of features can lead to 
discrimination between classes [13]. 

Deep learning (DL) is a part of ML that is inspired by information processing patterns 
in the human brain. DL does not require rules designed by humans to operate, instead, it uses 
large amounts of data to map inputs onto specific labels. DL is designed using many layers of 
artificial neural network algorithms. Each layer provides a different interpretation of the input 
data. Unlike machine learning, deep learning can automate feature selection learning[13], [14]. 
DL can learn complicated features accurately from large data to provide better classification 
performance [1]. DL cannot be adequately trained and get high accuracy if there is an imbal-
ance in the data [8]. DL has several models, such as a recursive neural network (RvNN), 
recurrent neural network (RNN), and convolutional neural network (CNN)[13]. The spread 
of COVID-19 that spread very quickly triggered extensive research on developing various 
deep learning models to help diagnose COVID-19 disease that does not require manual fea-
ture engineering, so deep learning algorithms are very important to achieve promising perfor-
mance in detecting COVID-19[8]. 

The RvNN can achieve predictions with a hierarchical structure and produce output 
using composition vectors. RvNN produces an architecture for processing objects with ran-
dom structures, such as graphs or trees. This approach produces a distributed representation 
of a recursive data structure. The network is trained using backpropagation through a struc-
ture learning system (BPTS), which can support a tree-like structure. RvNN is especially ef-
fective in natural language processing (NLP) contexts [13]. The RNN is a model commonly 
used in DL. RNN uses sequential data in the network. Structures embedded in data sequences 
provide valuable information and are important for many applications. Thus, recurrent neural 
networks can be classified as part of short-term memory. The main application of recurrent 
neural networks is in the field of speech processing and natural language processing con-
texts[13]. 

CNN is a deep learning model that implements a convolution process, where the con-
volution process is a mathematical operation between the input data and a set of filters that 
can be learned to create a feature map. Feature maps extract local features, such as edges, 
sharp corners, shapes, and gradients, in solving various classification problems[15]. Convolu-
tional neural networks have significantly contributed to medical systems because they are very 
useful in digital image processing [8]. CNN shows superiority in digital image processing, 
making it very useful in medical diagnosis. Convolutional neural networks make it possible to 
perform advanced image classification without feature engineering[8]. Convolutional neural 
networks have a weight division feature to reduce the number of trainable network parame-
ters. The weight-sharing feature can help networks to improve generalization and avoid over-
fitting. Convolutional neural networks facilitate the implementation of large-scale networks 
compared to other methods[13]. 

CNNs customized for specific tasks can have the same or even better performance than 
transfer learning. The research results have proven that transfer learning from different do-
mains does not significantly affect medical imaging performance, so custom convolutional 
neural networks are chosen as the main method in medical imaging compared to transfer 
learning models, such as ResNet and VGG[13]. ResNet has a long training time, and VGG 
uses a lot of memory, which is another reason for CNN customization compared to ResNet 
and VGG [16]. 

CNN has several limitations, such as being prone to overfitting, not being adequately 
trained if there is duplication of data, and can cause unwanted results if there is an imbalance 
in the amount of data in each class. Overfitting is the main problem of the CNN model in 
obtaining good generalization [13]. Training a CNN model that contains a duplication of data 
and an unequal amount of data in each class makes the model unable to be appropriately 
trained and can lead to unwanted results. High accuracy cannot guarantee the effectiveness 
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of COVID-19 detection if there is a duplication of data and an imbalance in the amount of 
data in each class[8]. 

Based on some of the literature above, this study has the objectives to: 
1. Customise the CNN model for high-performance and efficient detection of COVID-

19. 
2. Build new datasets by compiling various datasets, then eliminating duplication with the 

MD5 hashing technique. 
3. Apply data augmentation random undersampling technique to balance the amount of 

data to overcome overfitting.  
4. Comparing the proposed CNN model with the ResNet50 and VGG19 models based on 

the accuracy, loss, precision, recall, and F1-score values. 
The rest of the paper is presented in five sections, namely: a literature review that dis-

cusses the related methods and the reasons for selecting the method; a proposed method that 
provides illustrations and discussion of the proposed method; results and discussion that dis-
cusses how to implement and compile datasets, classify and study ablation; the comparison 
that compares the performance of the proposed method with popular transfer learning such 
as VGG19 and RestNet50, and finally as a conclusion. 

2. Literature Review 

CNN is widely used in image processing because it can handle classification and image 
recognition problems well and greatly increases accuracy. CNN is a powerful and universal 
DL model[8]. In a real-life scenario, CNN effectively detects COVID-19 because it has a 
more effective sample collection process than a nasal swab and can diagnose quickly[15]. 

 The DLs take up a lot of time and data, so training large DL models from scratch is 
generally not a good idea. A method has been developed to overcome deep learning prob-
lems, namely transfer learning. Transfer learning is reusing previously trained networks and 
transferring the learned model into a new one. Additional training data and modified neural 
layers can also be incorporated into the new model[8]. Transfer learning has at least two pre-
training models, namely ResNet and Visual Geometry Group (VGG)[1]. 

ResNet is the most well-known pre-training model that has been used extensively in the 
COVID-19 classification process. ResNet consists of several residual blocks, where the out-
put of each convolution block is added to the output of the convolution block at a deeper 
stage. ResNet has been widely used in detecting COVID-19 using X-ray images[1]. 

The VGG won the 2014 ImageNet Large Scale Visual Recognition Challenge 
(ILSVRC2014). Visual Geometry Group is a model with a simple architecture but still per-
forms effectively. The Visual Geometry Group has two types of architectures, namely 
VGG16 and VGG19. VGG16 consists of sixteen convolution layers, while VGG19 consists 
of nineteen convolution layers. The Visual Geometry Group has five convolution blocks us-
ing a 3x3 fixed kernel, where the first two blocks each consist of two convolution operations, 
and the last three blocks each consist of three convolution operations[1]. 

It is assumed that the model training performance can be increased by adding more 
convolution blocks. However, in practice, models at deeper layers have reduced performance 
and often return reduced results compared to less deep models. This problem occurs due to 
the disappearing gradient. ResNet solves this problem by passing through multiple layers and 
feeding output from one layer to the next[1]. However, ResNet has a long training time so it 
has limited applicability [16]. 

VGG uses small filters with the same efficiency level as large filters. Using small filters 
reduces computational complications by reducing the number of parameters. In general, 
VGG obtains significant results for image classification problems. VGG has enlarged depth, 
homogeneous topology and simplicity. However, VGG has a very high computational cost 
because it contains approximately 140 million parameters[13]. VGG also requires large 
memory and high-configuration hardware [16]. In research [17], VGG19 has been tested for 
the identification of COVID-19, and this model is superior to VGG16. Likewise, the Res-
Net50 model also has reliable performance in research [18] for the detection of COVID-19, 
the model proposed in this study is also compared with the two models.  

3. Proposed Method 
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This research begins with how to build a new dataset that comes from compiling various 
datasets. This maximizes the machine learning process because CNN requires a large dataset 
to improve its performance. Several dataset compilation steps are carried out by combining 
datasets, eliminating duplication, under-sampling, resizing images, normalizing, splitting data 
and augmenting the training data. Fig. 1 shows an illustration of the stages of compiling a new 
dataset, and then this dataset is used to test the proposed model. 

 

 

Figure 1. New dataset compilation process. 

The CNN model is built using an instance of the Sequential class owned by Keras. Each 
layer is defined into a Sequential class. This study uses four convolutional layers with the 
ReLU activation function, four pooling layers, one fully connected layer, and one output layer 
with Sigmoid as a classifier. Before entering into the fully connected layer, the input must be 
changed first through the flatten layer. The convolutional layer functions to extract the attrib-
utes in the image. The pooling layer functions to reduce image resolution so that the model 
training process becomes faster. The flatten layer functions to flatten the input, changing the 
input from a two-dimensional matrix to a one-dimensional array. The fully connected layer is 
the layer where all the neurons from the previous layer are connected to the neurons in the 
next layer. This study uses a dense layer with the ReLU activation function as the fully con-
nected layer. The ReLU function has an output value of zero if the input is negative, other-
wise, one if the input is positive. The output layer is created using the number of units that 
adjusts the number of labels in the dataset. Fig. 2 illustrates the construction diagram of the 
proposed custom convolutional neural network model.  

 

Figure 1. Proposed Model CNN. 

where CL is convolution layer, PL is pooling layer, AF is activation function, FCL is fully 
connected later. Meanwhile, to see more clearly about the hyperparameters and optimizer 
used, you can see Figure 2. 

Combine dataset Datasets duplicate removal 
under sampling 
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Figure 1. Hyperparameters and output shape of the proposed CNN model. 

The case in this study is a binary classification so that the output produced by the model 
is a single number zero and one. Thus, the output layer has neurons worth one. The Output 
Shape column contains information about the output size produced by each layer. The pre-
viously defined input image sizes are (150, 150, 3). CL 1 uses a filter of 32, kernel size (3, 3), 
and stride has default size (1, 1), so that each image will produce 32 output images with size 
(148, 148). Furthermore, the image's resolution is reduced while maintaining the information 
in the image using the PL size (2, 2) and the default stride (None) so that the stride value will 
follow the PL size. The output images from PL 1 are 32 images of size (74, 74). 

The CL 2 uses a filter of 64, kernel (3, 3), and stride (1, 1) so that each image produces 
64 output images of size (72, 72). Furthermore, the image resolution is reduced while main-
taining the information in the image through PL 2 (2, 2) and stride (2, 2), resulting in 64 
output images (36, 36). CL 3 uses a filter of 128, kernel (3, 3), and stride (1, 1), so that each 
image produces 128 output images of size (34, 34). Image resolution is reduced again while 
maintaining image information through PL 3 (2, 2) and stride (2, 2) so that it will produce 128 
output images (17, 17). CL 4 uses a filter of 128, kernel (3, 3), and stride (1, 1), so that each 
image produces 128 output images (15, 15). Furthermore, the image resolution is reduced 
while maintaining the information in the image via PL 4 (2, 2) and stride (2, 2) so that it will 
produce 128 output images of size (7, 7) because PL rounds down. 

The final output is 128 images (7, 7), then converted into a one-dimensional array, pro-
ducing an output of 6,272 sizes via a flatten layer. The output enters the FCL, which has 512 
neurons so that it will produce an output of size (512). Then, the output enters the output 
layer with one neuron to produce a new size output (1). The output of the last layer will be 
used as the final model for the binary classification case. 

4. Results and Discussion 

4.1. Dataset Compilation 

The research is implemented with Python programming using several libraries, modules, 
APIs, and frameworks in building models. The libraries used include Google Collab with the 
drive class, NumPy, Matplotlib, and OpenCV with the imread class. While the modules used 
are OS, zipfile with the ZipFile class, shutil, random, hashlib, and math. Keras with 
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ImageDataGenerator, Sequential, Conv2D, Max-Pooling2D, Flatten, Dense, Input, Res-
Net50, and VGG19 classes is the API used in this research. Scikit-learn with class classifica-
tion_report is the framework used. 

This study compiles nine COVID-19 datasets, viz [19]–[27]. Several datasets have a dif-
ferent number of classes, while in this study only carried out binary classification. Then it 
must be processed manually first to facilitate the data preprocessing stage, as follows: 
1. The dataset [19] contains four subfolders: COVID-19, Lung_Opacity, Normal, and Viral 

Pneumonia. Only two folders are used, namely COVID-19 from the Institute for Diag-
nostic and Interventional Radiology and Hannover Medical School for classes and the 
Normal class from the Radiological Society of North America (RSNA). 

2. The dataset [20] is from Guangzhou Women and Children’s Medical Center, containing 
chest X-ray images of pediatric patients aged one to five years as part of routine clinical 
care. This dataset contains two subfolders, namely covid and normal, so it can be used 
immediately. 

3. The dataset [21] is from Eurorad, Radiopaedia, and coronacases.org and is the same 
source as the dataset [20]. This dataset contains three folders, namely COVID, normal, 
and pneumonia. Then just select the COVID and normal folder. 

4. The dataset [22] is from the University of Montreal, contains two subfolders, namely test 
and train. Each subfolder contains three subfolders each, namely Covid, Normal, and 
Viral Pneumonia. Then the Covid and Normal folders are selected. The Covid and Nor-
mal subfolders from the test and train subfolders are merged into one. 

5. The dataset [23] comes from the Kaggle web, and contains three subfolders, namely 
COVID-19, normal, and pneumonia, so the COVID-19 and normal subfolders are se-
lected. 

6. The dataset [24] comes from a research team from Qatar University and the University 
of Dhaka in collaboration with doctors and medical specialists from Pakistan and Ma-
laysia, the same source as the dataset[20], as well as a research team from the University 
of Waterloo, City of London, National Research Council Canada (NRC), and Selayang 
Hospital. This dataset contains three subfolders, namely COVID-19, normal, and pneu-
monia, so the COVID-19 and normal subfolders were selected. 

7. The dataset [25] comes from various universities and doctors approved by the University 
of Montreal and contains two subfolders, namely Train and Val. Each subfolder contains 
three subfolders respectively, namely Covid, Normal, and Pneumonia. The Covid and 
Normal subfolders were merged, and the Train and Val folders were merged. 

8. The dataset [27] comes from the same source as datasets[24] and [25], and contains three 
folders, namely test, train, and val. Each folder contains four subfolders respectively, 
namely COVID-19, normal, pneumonia, and tuberculosis. The cases in this study do not 
use a dataset that has been divided into training data, validation data and test data. The 
cases in this study are a binary classification so they only need the COVID-19 and normal 
subfolders. The COVID-19 and normal subfolders from the test, train, and val folders 
were merged into one and moved into a new folder. 

9. The dataset[26] comes from the same source as [19], [27], as well as CheXpert. Contains 
two subfolders, namely 3-classes and 5-classes. The 3-classes subfolder contains three 
subfolders, namely Test, Train, and Val. Each subfolder contains three subfolders, 
namely Covid-19, Normal, and Pneumonia. The 5-classes subfolder contains three sub-
folders, namely Test, Train, and Val. Each subfolder contains five subfolders, namely 
Bacterial, Covid-19, Lung Opacity, Normal, and Viral. The Covid-19 and Normal sub-
folders were selected and used for this study. 
 
Based on the compilation of the nine datasets above, the graph shown in Figure 3 is 

produced. Meanwhile, the compiled sample dataset images are presented in Fig. 4. Based on 
the data in the graph, there are 8,950 medical images of COVID-19 and 15,697 normal im-
ages. This shows that the class is not balanced, so the initial processing is done, namely du-
plication search and undersampling. 
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Figure 3. Number of images comparison for each class before preprocesing. 

 

Figure 4. Sample x-ray images of COVID-19 and Normal Classes. 

The dataset collected consists of a compilation of nine datasets, which includes duplicate 
data. To identify duplicate images, the MD5 hash function is employed. A glimpse of the 
search results can be seen in Figure 5. The findings reveal that duplication is exclusive to the 
normal class, with no instances found within the COVID-19 class. An under-sampling ap-
proach was executed, equalizing the number of COVID-19 images to 8950 images. Further-
more, resizing is carried out to equalize the image's dimensions because knowing the largest 
and smallest dimensions is necessary. Where the largest dimension is 5623×4757, and the 
smallest dimension is 157×156, then the entire image is resized to 150×150 pixels. It is gen-
erally a better practice to reduce the dimensions of a large image to a smaller dimension than 
to increase the size of a small image to a larger one. This is because enlarging the thumbnail 
stretches the pixels in the thumbnail, which can obscure the model's ability to learn key fea-
tures, such as object boundaries. 
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Figure 5. Sample duplicate image search results 

The research divides the dataset with a ratio of 60:20:20 for each training data, validation 
data, and test data. Because each class has 8,950 images, there are 17,900 images in total. So 
that the number of training data in the study was 10,740 images, while the number of valida-
tion and test data was 3,580, respectively. Normalization is done by dividing all pixels by 255 
so that the pixel value of each image is between zero and one. Normalization is performed 
on training, validation, and test data because neural network models produce better results 
when the input is normalized. The normalization technique using this method is equivalent 
to using MinMaxScaler. MinMaxScaler uses Eq. (1) to perform normalization. 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 (1) 

The final step in dataset compilation is augmentation. This is done by making variations 
of the training data to increase the variety of data used in model training. The augmentation 
process creates variations from the data that are slightly different from the original data so as 
to avoid overfitting. The technique of rotating, tilting, enlarging, and horizontally inverting 
the image was chosen in this study. The augmentation in this study was not done offline but 
by transforming the data during the training process so that the amount of training data does 
not change. 

4.2. Classification 

The proposed CNN model that has been described in section 3.2 is used in this study. 
Before using it, the model configuration for training was carried out using the Adam opti-
mizer, binary cross-entropy loss function, and accuracy metrics. We use the default batch of 
32, so the number of batches to be executed in each epoch for training data is 336. Meanwhile, 
for validation data is 112 for each epoch. The results of the accuracy and loss plots of the 
proposed model are presented in Figure 6. Based on Figure 6, it appears that an accuracy of 
0.9628 and a loss of 0.1000 are obtained in the training data. While precision, recall and vali-
dation are presented in Table 1. 
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(a) 

 
(b) 

Figure 6. Plot results of proposed model {(a) accuracy; (b)loss}. 

Table 1. Precision, recall and validation results. 

Measurement COVID-19 Normal 

Precision 0.96 0.97 
Recall 0.97 0.95 

F1-score 0.96 0.96 

4.3. Ablation Study 

In this study, we also conducted an ablation study to eliminate the duplication removal 
process. This is to prove that data duplication can reduce classification performance. In this 
study, five experiments were carried out, and the results are presented in Table. 2. Based on 
the experiment, the model works much better and is stable without data duplication. Thus, 
data duplication must be eliminated to maximize the model training process. 

Table 2. Comparison performance on dataset with and without duplication removal. 

Number of 
Testing 

Without duplication removal With duplication removal 

Accuracy Loss Accuracy Loss 

Test 1 0.9318 0.2264 0.9631 0.1088 
Test 2 0.9517 0.1417 0.9659 0.1033 
Test 3 0.8964 0.2685 0.9670 0.0882 
Test 4 0.9545 0.1311 0.9668 0.1014 
Test 5 0.9441 0.1638 0.9662 0.0924 

Average 0.9357 0.1863 0.9658 0.09882 



Journal of Computing Theories and Applications 2023, vol. 1, no. 1,  Sunarjo, et al. 28  
 

 

5. Comparison 

In this study, a comparison was also made with the transfer learning model, namely, 
ResNet50 and VGG19. For the ResNet50 and VGG19 models to work properly in this study, 
fine-tuning was done by adding a fully connected layer using the ReLU activation function 
and an output layer using Sigmoid as a classifier. The results of comparing accuracy and loss 
are presented in Figure 7, which shows that the proposed model has the best performance, 
followed by VGG19 and ResNet50. We also measure the computing speed with the same 
hardware and software. It is shown that the proposed model has a faster computing time, as 
in Figure 8. 

 

Figure 7. Performance comparison based on Accuracy and Loss. 

 

Figure 8. Performance comparison based on computation time. 

6. Conclusions 

This research has successfully built a CNN model with 11 layers for identifying COVID-
19 on a compilation of nine medical image datasets. The compilation of the nine datasets has 
carried out several preprocesses, such as removing duplicates with the MD5 hash function, 
resizing, sampling and balancing, and normalizing so that a complete dataset is obtained for 
learning. This model has high performance with a validation accuracy of 96.28%. These re-
sults improve the performance of popular transfer learning models such as VGG19 and 
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ResNet50. In addition, the computational time of the proposed model is also more efficient 
than both models. 
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