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Abstract: Phishing is a crime that uses social engineering techniques, both in deceptive statements and 

technically, to steal consumers' personal identification data and financial account credentials. With the 

new Phishing machine learning approach, websites can be recognized in real-time. K-Nearest Neigh-

bor(KNN) and Naïve Bayes (NB) are popular machine learning approaches. KNN and NB have their 

own strengths and weaknesses. By combining the two, deficiencies can be covered. So this study pro-

poses to combine K-Nearest Neighbor with Naïve Bayes to classify phishing websites. Based on the 

results of the accuracy test of the combination of KNN with k=8 and Naïve Bayes, a maximum accu-

racy of 93.44% is produced. This result is 6.25% superior compared to using only one classifier. 

Keywords: Phishing detection; Phishing classification; Naïve Bases; K-Nearest Neighbor; Combined 

Classifier. 

 

1. Introduction 

The Internet has become one of the main needs of the world community. Today's 
search, transmission and storage of data depend on internet technology. This can be seen 
from the number of internet users increasing yearly. Currently, the world's individual internet 
users have reached 66%, and statistics on the development of internet users reported by the 
International Telecommunication Union (ITU)[1] can be seen in Fig. 1. However, internet 
users will be very vulnerable to facing dangers that can cause financial loss, data fraud, loss of 
individual data, and loss of confidence in doing business. Increased cyber-crimes were re-
ported by [2], where losses are predicted to reach $ 10.5 trillion in 2025. 

 

Figure 2. Individual Internet User Statistic by ITU. 
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Crime on the internet is quite varied, one of which is phishing. Phishing is a crime that 

uses social engineering techniques and is a serious problem because it is easy to practice and 
increasingly sophisticated to imitate real websites.[3]. On research [4] it is said that theft using 
phishing methods from mid-March to May 2020, at which time the COVID-19 pandemic 
had occurred, was among the most frequent with a presentation of 86% of the total attacks. 
Therefore, automatic web phishing detection is needed to protect internet users. One of the 
ways to prove the classification of phishing websites is by using a heuristic approach, where 
several unique characteristics found on a website are used to identify phishing websites. [5]–
[8]. The accuracy obtained from the heuristic approach depends on the uniqueness of the 
parameters on a website. Several parameters were analyzed in the heuristic method, namely 
text analysis, URL, visual content, network features, metadata and similarity to similar sites. 
Another way used to detect web phishing is classification with machine learning (ML). The 
ML approach to phishing web classification has several advantages, namely higher acquisition, 
better generalization, and more ability to learn new webs that have never been detected, but 
of course, the ML method is relatively more complex than the heuristic method.[9]–[11].  

Several ML classification methods can be used to know phishing websites, such as K-
Nearest Neighbor (KNN) and Naïve Bayes (NB). [11]–[16]. KNN excels because it is easy to 
implement and simple to understand. In addition, it does not require a complicated learning 
process because the training data is part of the classification process. But KNN needs to set 
the value of k, and it is less effective for data with high dimensions. Naïve Bayes is generally 
more efficient than KNN and more effective with high-dimensional datasets because it re-
gards features as independent. A combination of two methods can cover these deficiencies. 
The voting method can use to combine at least three methods[17]–[20]. The voting method 
is one of the ensemble techniques in classification that is used to combine prediction results 
from several different classification models. In this method, each model provides predictions 
on the test data, and the final results are taken based on the majority of votes from the pre-
dictions given by each model[21]. But using too many ML methods results in more compu-
tationally expensive ones. Another technique that is simpler with simpler computations is the 
combination of the two methods as in research [22], [23]. This study aims to combine two 
methods, namely KNN and NB, with the combination technique.  

2. Related Work 

Several phishing studies have been conducted, one of which is research[16]. This study 
proposed the KNN method as a phishing web classifier. This research uses data from the 
phish tank public repository, which has 1,353 records with ten features, namely URL_Length, 
popUpWidnow, age_of_domain, hav-ing_IP_Address, web_traffic, Request_URL, SSLfi-
nal_State, SFH, and URL_of_Anchor. The model designed in this study detects phishing 
attacks through URL classification and is tested empirically. The test was carried out at a value 
of k = 1 to 10, which resulted in an average value of 85.08%, while the best accuracy was 
87.82% with k = 10. 

Another study proposed by [13] discusses the use of machine learning techniques for 
classifying and detecting phishing websites. Various machine learning techniques such as lo-
gistic regression(LR), random forest(RF), NB, decision tree(DT), and KNN have been com-
pared for the phishing URL classification task. The best results achieved were the Naïve Bayes 
Classifier with an accuracy of 0.98, a precision of 1, a recall of 0.95, and an F1-Score of 0.97. 
This study also discusses dataset processing, feature extraction techniques using host-based 
lexical analysis, and statistical analysis. The results show almost the same consistency in the 
various classification methods used. 

Afandi et al. [24] focused more on research on COVID-19 phishing detection based on 
URLs using the KNN method. The research phase in this study, namely raw data input which 
was preprocessed, then feature extraction, training and testing were carried out and evaluated 
with 10 k-fold cross-validation. Two datasets are used, each consisting of 500 records, which 
are equally divided between phishing and legitimate classes. These two datasets were pro-
cessed from several sources, namely Phishtank, SpyCloud, DomainTool and Kaggle. While 
the URL features used are Generic_TLD, URL_Length, Having_Sub_Domain, Prefix_Suffix 
and Having_Slash. Based on the test, high accuracy was produced, namely 97.80% for Dataset 
1 and 99.60% for Dataset 2. 
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Another study was proposed by [25] which examined mobile phishing using the NB 
method. This research proposes a framework for detecting and distinguishing mobile appli-
cations with user permissions using the Naïve Bayesian method. With this machine learning 
approach, our framework effectively separates safe and dangerous applications. This ap-
proach involves a differentiating keylogger system that is completely based on the common 
quality behavior of all keyloggers, without relying on the keylogger's internal structure. 

From some literature, it appears that these two methods are quite reliable in classifying 
web phishing, so this study tried to combine these methods with the combination method as 
described in the study[22], [23]. Further explanation of the proposed method is presented in 
Section 3. 

3. Proposed Method 

In this section, we describe the proposed method step by step and give an illustration 
with flow diagrams in Figure 2. 

 

Figure 2. Proposed Method Illustration. 

The first stage of input data is taken from the Kaggle website about web phishing da-
tasets. This dataset has 31 attributes and 1354 records. Furthermore, a cleaning process is 
carried out, which aims to eliminate duplicate data. The number of records experienced a 
significant reduction, remaining only 677. Of the 31 attributes, nine attributes were selected, 
namely SFH, popUpWindow, SSLFinal_state, Request_URL, URL_of_Anchor, Web_Traf-
fic, URL_Length, Age_of_domain, Having_IP_Address. Table 1 explains the explanation of 
each attribute. Furthermore, the data is transformed and consolidated into a form suitable for 
mining. The data did not go through this stage in this research because it was already numeric 
data with a scale of -1, 0, and 1. Where 1 means if the data includes Web Phishing character-
istics and 0 or -1 if the data does not include Web Phishing characteristics. 

Table 1. Attributes Explanation. 

Attributes Explanation 

SFH (Server Form Handler) Indicates whether the target URL uses a Server Form Handler 
(SFH) mechanism to submit data. SFH refers to the use of the 

POST or GET method in sending data from a web page. 
popUpWindow Indicates whether the target URL has a pop-up window appear-

ing. 
SSLFinal_state Describes the SSL (Secure Sockets Layer) state of the target URL. 

SSL is used to secure communication between users and servers 
by encrypting data. 

Request_URL Contains the number of hyperlink elements in the target URL's 
HTML code. It describes the number of URL requests from the 

target web page. 

Data Input Data Cleaning 

 

Split Data 

Feature selection 

Combined Classification 

Evaluation 
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URL_of_Anchor Similar to the Request_URL attribute, but targets a different do-
main (anchor URL). It describes the number of hyperlinks point-

ing off the domain of the target web page. 
Web_Traffic The total number of requests and responses from the web server 

during the target web session. 
URL_Length Indicates the length of the target URL. This can be an indicator 

of phishing because often phishing URLs are of odd or suspi-
cious length. 

Age_of_domain Indicates the age of the target domain in days. A newly created 
phishing domain may be more suspicious than a domain that has 

been around for a long time. 
Having_IP_Address Determines whether the target URL has a numeric IP address in 

its domain. 

 
At the first classification stage tested using KNN and NB. For KNN, it is tested with a 

value of k = 1 to 10. The distance calculation uses the Eu-clidian equation, with the formula 
written in Eq. (1)[26]. While NB, of course, does not require a distance parameter like KNN 
but uses Eq. (2)[27].  

𝐸𝑑 =  √∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

 (1) 

𝑃(𝐻|𝐸) =
𝑃(𝐸|𝐻) ∗ 𝑃(𝐻)

𝑃(𝐸)
 (2) 

Where 𝑥 and 𝑦 are two vectors or sets of numeric values that each have k elements. 𝑥 and 
𝑦 are two points in k-dimensional space whose Euclidean distance will be calculated, then I 

is index. Then k is the dimension or number of elements in each 𝑥 and 𝑦 vector. In 𝑘-

dimensional space, 𝑥 and 𝑦 each have 𝑘 elements which will be calculated by the difference 
in squares in each dimension. The number of elements or dimensions is the same for both 

vectors, and 𝑘 is a parameter that determines the dimensions of the space in which the points 
are located.  𝑃(𝐻|𝐸) is the posterior probability or conditional probability of the hypothesis 

𝐻 occurring given the existence of evidence or information 𝐸. In a classification context, 𝐻 
is a class label (eg, "phishing" or "non-phishing" class in the case of email spam classification), 

while 𝐸 is the feature or attribute vector of the data to be classified. 𝑃(𝐸|𝐻) is the probabil-

ity of occurrence of evidence or information 𝐸 if the hypothesis 𝐻 is true or if the data 
belongs to class 𝐻. In the context of classification, 𝑃(𝐸|𝐻)describes how likely certain fea-

tures appear in class 𝐻. 𝑃(𝐻) is the prior probability of the H hypothesis, that is, the prob-

ability that 𝐻 occurs without considering evidence or information 𝐸. This prior probability 

can be defined based on the frequency of occurrence of class 𝐻 in the dataset. 𝑃(𝐸) is the 

probability of occurrence of evidence or information 𝐸 in general, regardless of a particular 
class. This probability can be defined based on the frequency of occurrence of certain features 
in the dataset. 

At the stage of merging the calcification method is carried out with the following stages: 
1. NN classification is carried out first with predetermined input data testing and k param-

eters. 
2. Calculate the distance between each training data and testing data using the Euclidean 

distance equation. 
3. Sort the distances from closest to furthest. 
4. Retrieve a predetermined number of 𝑘 values (for example, 3 or 5) as the nearest neigh-

bor of the testing data. 
5. Determine the final class of data testing based on most classes from its nearest neigh-

bors. 
6. Then, classification is carried out using NB by using data testing results from the KNN 

stages as training data for Naïve Bayes classification. 
7. The NB will use training data to calculate class probabilities from data testing based on 

existing attributes. 
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8. The final result of the NB classifier is the predicted class from the data testing 
In brief, the above classification steps use two separate classification methods, namely 

KNN and NB. The process begins with the KNN stage to find the nearest neighbor from 
the data testing, then the results from the KNN stage are used as training data for classifica-
tion using the Naïve Bayes method. The Naïve Bayes method then calculates the class prob-
ability from the testing data based on the existing attributes and gives the final prediction 
class. 

In this case, the KNN results are used as training data for NB so that the NB model can 
utilize information from KNN to produce more accurate predictions. KNN and NB are two 
different classification methods with different approaches to decision-making, so the combi-
nation of the two can provide more comprehensive information and produce more reliable 
predictions. The combination of KNN as training data for NB can provide benefits such as: 
• They are reducing the bias and error associated with each classification method. 
• Increase the accuracy and precision of predictions by combining the strengths of the 

two methods. 
• Take advantage of variations in predictive results to improve overall performance. 
In the final stage of the evaluation, it is measured using accuracy. Implementation of the 
method is presented in the next section. 

4. Results and Discussion 

As explained in the previous stage, the dataset has been cleaned and feature selection 
has been carried out. There are 677 records with nine features and two classes namely Valid 
(non-phishing web) and Invalid (phishing web). As an illustration of the data can be seen in 
Fig. 3.  

 

Figure 3. Screenshot of CSV Dataset. 

In this study the dataset was split into training and testing data with the respective per-
centages being 80% for training and 20% for testing. Furthermore, an evaluation is carried 
out with an assessment of accuracy. The results of the evaluation of each method are pre-
sented in Table 2. 

Table 2. Accuracy results of KNN and NB for the proportion of 80:20. 

k KNN NB 

1 84.73 % 

85.71% 
2 79.80 % 
3 86.21 % 
4 85.22 % 
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5 87.19 % 
6 85.71 % 
7 85.22 % 
8 86.70 % 
9 86.21 % 
10 83.74 % 

Average 85.07% 85.71% 

 
Table 2 shows the results of testing on individual classifiers. It can be seen that the KNN 

method has an accuracy performance of between 79.80% and 87.19% if the average accuracy 
is 85.07%. This is not better with NB accuracy, which is 85.71%. In the second experiment, 
we tried to use the combination method, where KNN became the first classifier and NB 
became the second classifier, the second classifier. The implementation of the combination 
of these two methods uses the Rapid Miner, which is presented in Fig. 4. The results of the 
second and third experiments are presented in Table 3. 

 

Figure 4. Implemntation of Combined Method using Rapid Miner. 

 Table 3. Accuracy results of Combined Method. 

Classifier 1 Classifier 2 Combined Accuracy 
Individual Method Accuracy 

KNN NB 

KNN, k=1 NB 83.61 % 84.73 % 85.71% 
KNN, k=2 NB 81.97 % 79.80 % 
KNN, k=3 NB 86.89 % 86.21 % 
KNN, k=4 NB 88.52 % 85.22 % 
KNN, k=5 NB 85.25 % 87.19 % 
KNN, k=6 NB 90.16 % 85.71 % 
KNN, k=7 NB 90.16 % 85.22 % 
KNN, k=8 NB 93.44 % 86.70 % 
KNN, k=9 NB 90.16 % 86.21 % 
KNN, k=10 NB 86.89 % 83.74 % 

 
Based on the data presented in Table 3 it appears that the random voting method does 

not always provide an increase in value as in k = 1, k = 5, but the majority increases accuracy, 
where the highest accuracy is 93.44%. This result is 6.25% superior compared to the individ-
ual classifier.  

5. Conclusions 

The research findings have demonstrated the effectiveness of combining classifiers in 
achieving improved accuracy. This technique of combining classifiers is relatively straightfor-
ward and offers several advantages, including reducing bias and errors associated with indi-
vidual classification methods, enhancing accuracy and precision of predictions by leveraging 
the strengths of both methods, and capitalizing on variations in predictive outcomes to 
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enhance overall performance. These two methods have been validated and shown to increase 
performance accuracy.  
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