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Abstract: The study presents a comprehensive framework for optimizing customer retention budget 

by integrating clustering, classification, and mathematical optimization techniques. The study begins 

with the IBM Telco dataset, which is prepared through data cleansing, encoding, and scaling.  In the 

preliminary phase, customer segmentation is performed using K-Means clustering, with 𝐾 = 3 and 𝐾 

= 4 identified as optimal based on the elbow method and Silhouette score. The configurations pro-

duced three (Premium, Standard, Low) and four (Premium, Standard Plus, Standard, Low) customer 

segments based on purchase preferences, which served as input features for churn prediction. In the 

second phase, the dataset was divided into training and test sets in an 80:20 ratio, followed by data 

balancing using the Synthetic Minority Over-sampling Technique (SMOTE) and Edited Nearest 

Neighbors (ENN). Multiple classification algorithms were evaluated, including Naive Bayes (NB), Ran-

dom Forest (RF), Categorical Boosting (CatBoost), Light Gradient Boosting Machine (LightGBM), 

Extreme Gradient Boosting (XGBoost), Gradient Boosting (GB), Support Vector Machine (SVM), 

Logistic Regression (LR), K-Nearest Neighbors (KNN), and Multi-Layer Perceptron (MLP) using F1-

score as the performance metric. CatBoost and LightGBM, with k values of 3 and 4, respectively, were 

the highest-performing classification models, with only minimal differences in performance.    Ulti-

mately, customer segmentation established customer prioritization, whereas churn prediction assessed 

customer churn likelihood. Four distinct configurations were assessed utilizing mixed-integer linear 

programming (MILP) to optimise retention budget allocation within uniform budget constraints, dis-

count amounts, and churn thresholds. In both the k=3 and k=4 scenarios, CatBoost surpassed 

LightGBM, with CatBoost at K=3 effectively discounting 66% of at-risk consumers across all three 

segments, hence improving the intervention's efficacy and budget allocation, making it the ideal choice 

for maximizing customer retention. The results demonstrate the importance of segmentation in en-

hancing retention budgeting and budget optimization, particularly concerning parameter sensitivity. 

Keywords: Budget optimization; Churn prediction; Classification; Clustering; Customer segmentation; 

Machine learning; Mathematical optimization; Mixed-Integer Linear programming. 

 

1. Introduction 

Telecommunications service providers are currently facing challenges in improving 
profit margins due to high licensing fees, expenses related to spectrum allocations, and rising 
customer expenditures, while also reducing prices. Furthermore, acquiring new customers is 
significantly more costly than retaining existing ones [1]. Although many studies have utilized 
machine learning to predict customer churn [2]–[10], in the telecommunications industry, the 
majority concentrate exclusively on enhancing predictive accuracy, neglecting the practical 
implementation of intervention strategies within budgetary limitations. Furthermore, current 
research often overlooks the cost-effectiveness of retention strategies, failing to correlate pre-
dictive insights with tangible business outcomes. Customers ought to be segmented based on 
their profitability for effective churn management. Identifying profitable customer segments 
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enables us to retain our most significant customers through appropriate promotions and cam-
paigns [11]. Furthermore, while studies exist that integrate clustering with classification to 
enhance churn prediction accuracy [12]–[14], there is a paucity of research examining the 
combined use of these methods to customize interventions for distinct customer segments. 
Research comparing various classifiers in optimized churn management is limited, especially 
regarding their real-world impact as measured by budget utilization, customer coverage, and 
intervention efficiency. 

The primary objective of this research is to develop and assess a budget-conscious churn 
intervention framework that combines clustering-based customer segmentation with machine 
learning classification to identify and prioritize customers for retention. The study aims to 
compare various configurations—specifically different classifiers with varying cluster sizes—
to determine the most cost-effective and impactful intervention strategy, ensuring optimal 
budget utilization while maximizing customer retention outcomes. The primary contribution 
of this study is as follows: 

• This study presents a pragmatic, data-informed framework that integrates customer seg-
mentation via clustering with churn prediction using machine learning, while considering 
real-world budget constraints. It links predictive insights to actionable interventions 
through cost-effective decision-making. 

• The study compares various machine learning classifiers under different clustering con-
figurations (K values), providing insights into accuracy, customer reach, intervention 
cost, and budget utilization — aspects often overlooked in churn analysis. 

• It analyses how different customer segments (Low, Standard, Premium) respond to re-
tention strategies. This enables more targeted, effective, and scalable churn reduction 
tailored to customer value and cost sensitivity. 
The paper is organized as follows. Section 2 provides the literature review, followed by 

the methodology outlined in Section 3. Section 4 outlines the results and discussion. Section 
5 delineates the strengths, limitations, and future directions, whereas Section 6 offers the con-
clusion 

2. Literature Review 

2.1. Clustering 

Clustering utilizes the inherent structure of data distributions to establish criteria for 
grouping data points with analogous characteristics [15]. This clustering process partitions a 
dataset according to clustering criteria without necessitating prior knowledge of the data. In 
an optimal clustering situation, each cluster comprises data instances that exhibit high simi-
larity among themselves while being dissimilar to instances in other clusters. The degree of 
dissimilarity depends on the characteristics of the data and the objectives of the clustering 
algorithm. Clustering is fundamental to numerous data-driven applications and is regarded as 
a significant and extensively researched task in machine learning. It also plays a crucial role in 
associated disciplines such as statistics, pattern recognition, computational geometry, bioin-
formatics, optimization, image processing, and others [16]–[18]. Table 1 below outlines the 
frequently employed clustering techniques used for segmenting customers within the telecom 
sector. 

Table 1. Clustering techniques. 

Clustering Technique References 

K-means Clustering [12], [13], [19]–[22] 

K-medoids Clustering [12], [13], [21], [22] 

X-means Clustering [13] 

DBSCAN [11] 

Random Clustering [12], [13] 

2.2. Classification 

Predictive analytics has become an effective tool for reducing customer churn in the 
telecommunications industry [5]. Numerous studies in the telecommunications sector 
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demonstrate how predictive analytics utilizes machine learning and artificial neural network 
classification techniques to predict churn [3], [23], [32]–[36], [24]–[31]. The Table 2 below 
shows the classification techniques employed for churn prediction in the telecoms industry, 
especially utilizing the same public dataset used in this study. 

Table 2. Classification techniques. 

Classification Technique References 

Naive Bayes [37]–[42] 

Logistic Regression [38], [39], [41]–[45] 

Decision Tree [39], [40], [46]–[50] 

K-Nearest Neighbours [37], [38], [40], [41], [51], [52] 

Support Vector Machines  [38], [40]–[42], [53] 

Random Forest [37]–[39], [42], [48], [54], [55] 

Adaptive Boosting  [39]–[41], [56]  

Gradient Boosting [57], [58] 

Extreme Gradient Boosting [10], [39], [40], [59] 

Light Gradient Boosting Machine [45], [60] 

Category Boosting [58], [60] 

Linear Discriminant Analysis [40], [61], [62] 

Stochastic Gradient Descent Classifier [4] 

Multi-layer Perceptron Neural Network [2], [41], [45], [59], [63] 

Convolutional Neural Network [2], [24], [41], [64] 

Long Short-Term Memory – Recurrent Neural Network [41], [42], [58], [65], [66] 

2.3. Mathematical Optimization 

Mathematical optimization has garnered significant attention from both scientific and 
practical perspectives to achieve optimal solutions across multiple objectives. The principal 
objective is often regarded as minimizing operational expenses [67]. A diverse array of indus-
tries employs mathematical optimization to enhance budgeting, including education [68], 
transportation [69], telecommunications [70], manufacturing [71], health [72], human re-
sources [73], and construction [74]. Optimization problems can be categorized based on the 
characteristics of the optimization variables and the analytical properties of the objective and 
constraint functions, such as linear versus nonlinear, unconstrained versus constrained, 
smooth versus non-smooth, convex versus non-convex, stochastic versus deterministic, and 
integer versus continuous [75]. Numerous optimization techniques are employed in optimi-
zation problems; Table 3 below illustrates several widely utilized techniques in mathematical 
optimization. 

Table 3. Optimization techniques. 

Clustering Technique References 

Integer linear programming [76]–[79] 

Nonlinear programming [80]–[82] 

Stochastic optimization [73] 

Adaptive robust optimization [68] 

Bayesian optimization [83], [84] 

3. Proposed Method 

This section outlines the methodological techniques of the study. Figure 1 succinctly 
outlines each of the main stages of the methodology. 
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Figure 1. Main stages of the methodology of research 

3.1. Data and pre-processing 

3.1.1. Dataset selection 

The study employs the publicly available IBM Telco Dataset [85]. The study dataset has 
7,043 instances and 21 attributes, including 20 unique features and one target variable. The 
dataset comprises 26.54% of samples labelled as churn. The IBM Telco dataset comprises 
both categorical characteristics (e.g., service subscriptions, payment methods, contract types) 
and numerical variables (e.g., monthly charges, total charges), rendering it a diversified and 
valuable resource for analyzing customer behaviour. K-means, hierarchical clustering, and 
DBSCAN are suitable clustering algorithms, as they effectively manage both categorical and 
numerical data, particularly after the encoding of categorical variables.  The dataset includes 
a binary target variable, churn, making it suitable for classification methods such as Logistic 
Regression (LR), Decision Trees, and Random Forests (RF), as well as ensemble learning 
algorithms, which are effective for predicting binary outcomes. The dataset's moderate size 
and diversity in consumer characteristics facilitate the application of machine learning tech-
niques to discern trends in customer behaviour, including churn prediction and customer 
segmentation based on analogous preferences. By correlating method selection with data fea-
tures, the study guarantees that the selected procedures can effectively manage the dataset's 
complexity, yielding significant insights into customer churn and retention strategies. 

3.1.2. Data cleaning 

Data cleaning involved refining the dataset by eliminating extraneous columns, stand-
ardizing column names for consistency, validating data types, and addressing missing values 
and outliers. Thus, box plots were utilised to assess the presence of outliers in the numerical 
variables of tenure, monthly charges, and total charges, revealing that none of the variables 
exhibited outliers in the overall distribution. 

3.1.3. Data encoding 

The study employed label encoding and one-hot encoding techniques to convert the 
identified nominal data into a numerical format. 

3.1.4. Data scaling 

The numerical columns were standardized via StandardScaler from Scikit-learn. This 
change ensured that each variable had a mean of 0 and a standard deviation of 1, thereby 
avoiding factors with broader ranges from significantly affecting the clustering outcomes. 
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3.2. Clustering analytics 

3.2.1. Rationale for selecting K-means 

K-means is a rapid and clearly comprehensible clustering technique, optimal for datasets 
characterized by distinct, spherical clusters; nonetheless, it encounters difficulties with noise, 
outliers, and sensitivity to initialization [86], [87]. Agglomerative Hierarchical Clustering, in 
comparison, provides flexibility by accommodating any distance metric and presents a visual 
dendrogram for cluster determination; however, it is computationally demanding, and early 
merging errors are irreversible [86], [88]. DBSCAN is notable for its resilience to outliers and 
capacity to identify clusters of arbitrary shapes without requiring a predetermined quantity; 
yet, it is significantly affected by parameter configurations and exhibits suboptimal perfor-
mance in high-dimensional environments or datasets with heterogeneous densities [86], [89], 
[90].  

The IBM Telco Customer Churn dataset is amenable to K-means clustering, owing to 
its efficiency, scalability, and interpretability, particularly when the data undergoes appropriate 
preprocessing, such as encoding categorical variables and normalizing features. Considering 
the dataset's relative structure and minimal noise, K-means effectively categorizes consumers 
according to analogous usage patterns, contract kinds, or churn behaviour. 

3.2.2. K-mean clustering 

K-means clustering is recognized as an unsupervised learning technique employed to 
address clustering-related issues [91], [92]. The k-means clustering algorithm is considered 
one of the most effective and widely utilized clustering techniques within the research com-
munity [14]. K-means clustering is a method for categorizing a dataset into a specified number 
of clusters, each characterized by k centroids. The k centers must be strategically positioned, 
as different locations yield distinct outcomes. The outcome will improve if each cluster is 
maximally distant from the others. The optimal number of clusters (k) that maximizes the 
distance calculable from the dataset [14], [93]. The k-means algorithm relies on the predeter-
mined value of k, which must be specified to conduct any clustering analysis. Employing 
various k values in clustering will ultimately yield distinct outcomes [14]. This study utilizes 
optimal k values to delineate clusters for customer segmentation prior to churn prediction 
through classification. 

3.2.3. Clustering evaluation 

Determining the optimal number of clusters (k) is a crucial step in k-means clustering. 
The elbow method [94] and silhouette score [95] were utilized to determine the optimal num-
ber of clusters for customer segmentation, ensuring that the clustering method effectively 
delineates unique customer segments. 

3.2.4. Customer segmentation 

This research employed an unsupervised machine learning methodology to categorize 
customers based on their shopping behavior. A compilation of features relevant to customer 
purchase behavior was identified, including service subscriptions, billing preferences, pay-
ment methods, internet and contract types, monetary variables, and churn status. The follow-
ing 22 factors were explicitly selected as demonstrated in Table 4. 

Table 4. Optimization techniques. 

Category Features 

Service subscriptions 
phone_service, online_security, online_backup, device_protection, 
tech_support, streaming_tv, streaming_movies, multiple_lines_yes 

Billing and payment 
preferences 

paperless_billing, payment_method_Bank transfer (automatic), pay-
ment_method_Credit card (automatic), payment_method_Electronic check, 

payment_method_Mailed check 

Internet and contract 
types 

internet_service_DSL, internet_service_Fiber optic, contract_Month-to-
month, contract_One year, contract_Two year 

Monetary variables monthly_charges, total_charges 

Churn status churn 
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K-Means clustering was used to categorize customers into uniform segments based on 
their standard purchase preferences. The number of clusters was predetermined as three (k = 
3) and four (k = 4) based on cluster evaluation analysis and domain expertise. The algorithm 
was initialized with a predetermined random state (random_state=42) to guarantee the repro-
ducibility of findings. Subsequently, each consumer was assigned to one of the three desig-
nated "preference clusters." Preference clusters utilized for customer segmentation based on 
purchase behaviour have been incorporated as a feature for churn prediction. 

3.3. Classification analytics 

3.3.1. Data balancing 

Due to the uneven characteristics of churn datasets, SMOTEENN was utilized on the 
training data [96], [97]. Before that, the dataset was divided into training (80%) and testing 
(20%) sets by stratified sampling to maintain class distribution. 

3.3.2. Selection of algorithms 

This study employed a variety of classification algorithms to encompass a wide range of 
classification techniques, thereby facilitating a thorough assessment of performance across 
different data attributes. Ensemble methods like LightGBM, CatBoost, XGBoost, Gradient 
Boosting [98], and RF [54] were selected for their superior predictive capability, resilience to 
overfitting, and proficiency in managing intricate, nonlinear interactions [99]. Ensemble learn-
ing models are ideally suited for the IBM Telco Customer Churn dataset because of its heter-
ogeneous data types, class imbalance, and nonlinear feature interactions. These models inher-
ently accommodate categorical variables, obviating the need for intricate encoding and pre-
serving critical feature information. They also automatically capture complex interactions and 
threshold effects prevalent in customer behaviour patterns, which linear models cannot ade-
quately represent without manual feature engineering. 

In contrast to neural networks, which typically necessitate substantial datasets and con-
siderable parameter optimization, these models are more efficient, precise, and suitable for 
tabular datasets such as this [100], [101]. Logistic Regression and Naive Bayes [102] were 
selected for their simplicity, interpretability, and robust performance on linearly separable and 
high-dimensional datasets, respectively. Support Vector Machines [103] and K-Nearest 
Neighbours [104]were incorporated to exemplify geometric and instance-based learning tech-
niques, providing insights into the performance of models predicated on margin maximiza-
tion and local structure. The Multi-Layer Perceptron [63] neural network possesses deep 
learning functionalities, enabling it to identify intricate patterns that conventional models may 
overlook.  These algorithms collectively provide a comprehensive framework for evaluating 
classification performance and selecting the most suitable model for a specific challenge. 

3.3.3. Performance evaluation 

The effectiveness of a classification model can be evaluated using various performance 
metrics. The performance metrics Table A1 include accuracy (1), precision (2), recall (3), and 
F-measure (4). The metrics' values can be calculated from the true positive (TP), false positive 
(FP), false negative (FN), and true negative (TN) values obtained from the confusion matrix 
[105]. 

3.4. Mathematical optimisation 

3.4.1. Selection of MILP 

MILP is a recognized, precise optimization method that ensures globally optimal solu-
tions for linear problems within constraints [106]. Metaheuristic approaches are frequently 
employed in budget and resource allocation tasks, particularly for nonlinear issues or those 
with complex search spaces; nonetheless, they do not ensure optimal solutions and generally 
necessitate considerable tuning [107]–[109]. Conversely, the issue presented is formulated to 
permit a precise resolution via MILP, rendering it more suitable for guaranteeing optimal and 
consistent judgments within specified resource constraints. Moreover, MILP solvers are well-
developed, scalable, and effective for medium-sized problems, which corresponds appropri-
ately with the scope and magnitude of the dataset and decision variables pertinent to this 
investigation. Consequently, MILP was selected not only for its alignment with the problem 
structure but also for its capacity to provide interpretable and demonstrably optimal results—
attributes that metaheuristics cannot guarantee. Table A2 delineates the nature of each 
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variable in the integer linear programming formulation, affirming that it constitutes a MILP 
problem. 

 

3.4.2. Optimization  

 The study formulated an optimization model using MILP to ascertain the optimal num-
ber of at-risk consumers eligible for discounts within a limited budget. This strategy empha-
sises the high-value customers identified in the previous customer segmentation step, while 
adhering to budget limitations. Table A3 summarizes the components and details of this 
MILP optimization model.  

• The objective function (5) aims to maximize the quantity of consumers whose churn 
probability falls below the threshold. 

• The budget constraint (6) mandates that the cumulative intervention cost for all chosen 
consumers shall not surpass the allocated budget.  

• The churn reduction constraint (7) stipulates that the decline in churn for every customer 
must not surpass their baseline churn probability.  

• The churn below threshold constraint (8) ensures that the churn probability for each 
customer after the intervention remains beneath the specified threshold.  

• The intervention consistency constraint (9) ensures congruence between the interven-
tion and the reduction in churn.  

• This constraint of prioritization (10) ensures that customers selected for intervention are 
prioritised based on customer segmentation. 

4. Results and Discussion 

4.1. Clustering analysis 

The inflection point, often termed the “elbow,” was identified at approximately three or 
four clusters, suggesting that further clusters beyond this threshold yield only negligible im-
provements in compactness. Additionally, there is a minimal variation in the Silhouette Score 
between three and four clusters. Based on these observations, the selection of k = 3 or k = 4 
is deemed reasonable. Figure 2 illustrates the outcomes of both evaluation methods.  

  
(a) (b) 

Figure 2. (a) Elbow method graph for optimal number of clusters; (b) Silhouette score graph for 
different number of clusters 

The classification study assessed both k = 3 and k = 4 configurations to identify the 
optimal model for predicting churn by discerning various patterns. 

4.2. Classification analysis 

In telecommunication churn prediction, a false positive occurs when the model predicts 
that a customer will churn, but the customer remains. This may result in unnecessary expend-
itures on retention initiatives for consumers who were not at risk of leaving. A false negative 
occurs when the model predicts customer retention, but the customer ultimately churns, re-
sulting in lost opportunities for proactive retention of important customers. Given that all 
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kinds of errors incur significant, although distinct costs, it is imperative to employ a metric 
that equilibrates these inaccuracies. The F1-score is frequently regarded as the optimal metric 
for this purpose, as it incorporates precision (the accuracy of positive churn predictions) and 
recall (the capacity to identify actual churners) into a singular value. In contrast to accuracy, 
which can be deceptive in imbalanced datasets common in churn prediction, the F1-score 
provides a fair assessment by penalizing both false positives and false negatives, making it 
optimal for evaluating churn models where the cost of each inaccuracy is significant. The F1-
score was employed as the ranking parameter to select the optimal classifier model. Tables 5 
and 6 exhibit the classifier configurations for k = 3 and k = 4, respectively, arranged in a 
descending order according to their F1-scores. 

Table 5. Classifier ranked by F1-score for k = 3. 

Rank Classifier Accuracy Precision Recall F1 Score 

1 CatBoost 0.755855 0.526042 0.810160 0.637895 

2 LightGBM 0.752307 0.521664 0.804813 0.633018 

3 XGBoost 0.754436 0.524823 0.791444 0.631130 

4 RF  0.748048 0.516239 0.807487 0.629823 

5 GB 0.735273 0.500810 0.826203 0.623613 

6 MLP 0.733854 0.499165 0.799465 0.614594 

7 SVM 0.720369 0.484026 0.810160 0.606000 

8 LR 0.696948 0.462089 0.863636 0.602050 

9 NB 0.692690 0.456554 0.828877 0.588794 

10 KNN 0.674237 0.440225 0.836898 0.576959 

Table 6. Classifier ranked by F1-score for k = 4. 

Rank Classifier Accuracy Precision Recall F1 Score 

1 LightGBM 0.755855 0.526316 0.802139 0.635593 

2 CatBoost 0.752307 0.521739 0.802139 0.632244 

3 GB 0.742370 0.509031 0.828877 0.630722 

4 RF 0.747339 0.515571 0.796791 0.626050 

5 XGBoost 0.746629 0.514991 0.780749 0.620616 

6 LR 0.706884 0.471449 0.860963 0.609272 

7 MLP 0.726757 0.490909 0.794118 0.606742 

8 NB 0.716111 0.479624 0.818182 0.604743 

9 SVM 0.717530 0.481013 0.812834 0.604374 

10 KNN 0.675656 0.441467 0.836898 0.578024 

 

Both CatBoost (k=3) and LightGBM (k=4) attained equivalent accuracy of 0.755855, 
indicating that both classifiers exhibited identical predictive performance. Nonetheless, upon 
comparing their additional metrics, nuanced distinctions arise. CatBoost exhibited marginally 
superior recall, attaining a value of 0.810160, which signifies that it accurately recognized 81% 
of the genuine positive cases. Conversely, LightGBM exhibited a recall of 0.802139, margin-
ally lower by 0.008. This indicates that CatBoost exhibited marginally greater efficacy in iden-
tifying positive instances. LightGBM exhibited a slight advantage in precision, recording a 
value of 0.526316, whereas CatBoost achieved a value of 0.526042. This indicates that 
LightGBM exhibited a marginally superior rate of accurate positive predictions when it ren-
dered a positive classification. In conclusion, the F1 score, which balances precision and re-
call, was 0.637895 for CatBoost and 0.635593 for LightGBM, indicating a marginal advantage 
for CatBoost in achieving this balance. 

4.3. Optimization analysis 

This study next investigates the same k value across both models (CatBoost, LightGBM) 
to assess the impact of model selection and k value on the optimization result. It also evaluates 
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retention budget optimization for both k=3 and k=4 using the optimal models CatBoost and 
LightGBM, respectively.  

4.3.1. Comparison of intervention analyses for k=3 

Table 7 presents intervention analyses for customer segments using k=3 segmentation 
with CatBoost and LightGBM models, respectively. 

Table 7. Intervention analysis for k=3. 

Customer 
Type 

Model 
Total Intervention 

Cost 
Average Intervention 

Cost 
Total Customers 

Low 
CatBoost 4,752.72 30.47 156 

LightGBM 3,941.84 26.63 148 

Standard 
CatBoost 12,490.86 56.52 221 

LightGBM 13,407.11 59.32 226 

Premium 
CatBoost 7,720.90 514.73 15 

LightGBM 7,571.54 582.42 13 

 
The comparative analysis of intervention strategies using CatBoost and LightGBM 

across selected customer segments reveals notable distinctions. Within the Low customer 
segment, CatBoost engaged a marginally greater number of customers, accompanied by a 
slightly higher total and average intervention cost relative to LightGBM. For the Standard 
segment, LightGBM demonstrated higher total and average intervention expenditures, result-
ing in a marginally larger customer base compared to CatBoost. Notably, in the Premium 
segment, CatBoost targeted a greater number of customers while incurring a lower average 
intervention cost, indicating enhanced cost efficiency within this high-value cohort. Collec-
tively, these findings suggest that CatBoost may offer a more balanced approach in terms of 
cost-effectiveness and customer reach, particularly in the Low and Premium segments. In 
contrast, LightGBM appears to prioritize more intensive interventions, as reflected in its 
higher per-customer costs, especially within the Premium category. 

4.3.2. Comparison of intervention analyses for k=4 

Table 8 displays the intervention analyses for customer segments utilizing k=4 segmen-
tation, employing LightGBM and CatBoost models, respectively. 

Table 8. Intervention analysis for k=4. 

Customer 
Type 

Model 
Total Intervention 

Cost 
Average Intervention 

Cost 
Total Customers 

Premium 
CatBoost 9,202.88 541.34 17 

LightGBM 10,167.25 564.85 18 

Standard Plus 
CatBoost 15,626.75 65.65 238 

LightGBM 14,700.74 63.37 232 

 
The intervention analysis for k = 4, focusing on selected customers, reveals distinct pat-

terns across customer segments and models. Within the Premium segment, both CatBoost 
and LightGBM demonstrate comparable total intervention costs and average intervention 
costs, with LightGBM incurring a marginally higher expenditure per customer. The total num-
ber of customers targeted by both models is also similar, indicating consistent coverage in 
this high-value segment. In the Standard Plus segment, CatBoost exhibits a slightly higher 
total intervention cost and average cost per customer compared to LightGBM, while reaching 
a marginally greater number of customers. These results suggest that CatBoost may adopt a 
more resource-intensive strategy in the Standard Plus group, potentially reflecting a prioriti-
zation of broader customer engagement. Conversely, LightGBM appears to allocate resources 
more conservatively in this segment, maintaining costs at a marginally lower level. Overall, 
the findings suggest that while both models exhibit similar performance in terms of interven-
tion scope and expenditure in the Premium segment, they diverge somewhat in their approach 
within the Standard Plus segment. 
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4.3.3. Comparison of optimization efficiency for different models 

According to Table 9, the analysis of intervention strategies across varying cluster sizes 
and machine learning models reveals that employing k = 3 with CatBoost provides the most 
effective optimization for customer churn management within the allocated budget. This con-
figuration achieves a high intervention efficiency of 66.1%, closely rivaling only the 
LightGBM model at the same cluster size; yet, it distinguishes itself by selecting a greater 
number of customers for intervention (392 compared to 387). Moreover, the broader cover-
age of customer segments—including Premium, Standard, and Low tiers—ensures a more 
comprehensive approach to churn mitigation. Despite similar budget utilization across all 
scenarios, the superior efficiency and expanded customer reach under the k=3 CatBoost 
model indicate enhanced operational effectiveness. In contrast, models employing four clus-
ters (k=4) demonstrate markedly lower intervention efficiencies, around 43.5%, and restrict 
their focus to fewer customer segments. Consequently, the evidence supports the conclusion 
that k=3, with CatBoost and MILP optimally balancing intervention success, resource alloca-
tion, and customer coverage, makes it the preferred strategy for maximizing churn reduction. 

Table 9. Analysis of intervention strategies. 

Factors 
k = 3 with 

CatBoost 

k = 3 with 

LightGBM 

k = 4 with 

CatBoost 

k = 4 with 

LightGBM 

Available Budget  $25000.00 $25000.00 $25000.00 $25000.00 

Discounted Total charges  10% 10% 10% 10% 

Discounted Monthly 
charges  

10% 10% 10% 10% 

Threshold churn probability 0.3 0.3 0.3 0.3 

Total “Likely to churn”    
customer  

593 577 586 570 

Min Intervention Cost  $3.86 $3.86 $3.86 $3.86 

Max Intervention Cost $710.71 $749.12 $723.04 $749.12 

Customers Selected for      
Intervention  

392 387 255 250 

Intervention efficiency-    
customer 

66.1% 67.1% 43.5% 43.9% 

Total Budget Utilized  $24964.48 $24920.48 $24829.63 $24867.99 

Selected customer segments  
Premium,   

Standard and 
Low 

Premium,   
Standard and 

Low 

Premium and 
Standard plus 

Premium and 
Standard plus 

4.4. Optimal framework configuration 

The optimal framework configuration, as indicated by the preceding table and analysis, 
comprises K-Means clustering (k = 3), a CatBoost classifier, and Mixed-Integer Linear Pro-
gramming (MILP) for optimization. Figure 3 illustrates the flowchart of the optimal frame-
work configuration. 

K-Means with k = 3 distinctly segments the customer base into three categories: Pre-
mium, Standard, and Low. These clusters offer a more targeted approach to customer in-
volvement, ensuring that each customer segment is addressed according to its unique require-
ments and propensity for churn. Due to the high dimensionality of the original features, Prin-
cipal Component Analysis (PCA) was used to reduce the data to two principal components. 
This dimensionality reduction enabled the visualisation of clustering results in a two-dimen-
sional space with minimal information loss, offering a clearer understanding of cluster sepa-
ration and cohesion. Figure 4 illustrates the visualization of K-Means clusters in 2D PCA 
space for k = 3. 

A subset of features closely associated with product and service preferences was chosen 
to reveal distinct customer purchasing behaviour patterns. The following items were included: 
Utilization of services (e.g., online security, technical support, streaming television), Contrac-
tual and billing alternatives (e.g., contract_*, payment_method_*, paperless_billing), and Fi-
nancial metrics (monthly charges, total charges). The mean values for every feature within 
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each cluster were calculated. This yielded a quantitative profile of the preferences and incli-
nations within each group. A heatmap (Figure 5) was employed to illustrate the feature-spe-
cific averages for each cluster, aiding in the recognition of patterns and the interpretation of 
behavioral segmentation. 

 

Figure 3. Flow diagram of optimal framework configuration. 

 

Figure 4. Visualization of K-Means clusters in 2D PCA space for K=3 

Figure 5 illustrates the mean value of each feature across the three clusters, providing 
insights into customer preferences and behaviors for k = 3. Cluster 2, identified as the "Pre-
mium" segment, is characterised by elevated total and monthly charges, a preference for pa-
perless billing, a predominance of automatic payment methods, and long-term contracts. This 
is succeeded by Cluster 1, designated as the "Standard" segment, while Cluster 0 is classified 
as the "Low" segment, representing the lowest priority segment.  

The primary attributes utilised for clustering were total charges and tenure, denoting the 
overall expenditure by the customer and the duration of their subscription, respectively.   
The dataset was divided into separate preference clusters utilising a K-means algorithm with 
K set to 3. Figure 6 reveals patterns and distinctions among customer groups based on their 
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total charges and tenure with the company, potentially guiding targeted churn retention strat-
egies. 

 

Figure 5. Heatmap of customer purchasing preferences by cluster for K=3 

  

Figure 6. Customer preference clusters based on total changes and tenure for k = 3 

CatBoost excels in predictive problems with a combination of numerical and categorical 
variables, rendering it ideal for customer churn prediction. In the k = 3 setup with CatBoost, 
the model identifies 593 customers as "likely to churn," offering an effective and precise pre-
diction technique. CatBoost with k=3 demonstrated a marginal advantage, particularly in its 
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ability to recall a greater number of positive instances, rendering it the preferable choice when 
the emphasis is on maximising positive captures. Figure 7 illustrates the confusion matrix of 
the CatBoost classifier for k = 3. 

                

Figure 7. Confusion matrix for k=3 with CatBoost classifier.  

MILP is essential for optimizing the comprehensive intervention strategy. It assists in 
identifying the most effective distribution of resources, including budget and intervention 
initiatives, while conforming to limitations such as intervention expenses and budgetary re-
strictions. MILP ensures efficient resource utilization by identifying the most suitable cus-
tomers for action based on their likelihood of churn and potential impact. This study encom-
passes a comprehensive investigation of parameter sensitivity, illustrating how fluctuations in 
parameters affect the outcomes and showcasing the resilience of the MILP solution. Table 10 
presents persuasive evidence that an optimal retention budget, sensitive to various parameter 
conditions, when integrated with clustering, classification, and MILP approaches, can yield 
tangible and strategically feasible business outcomes. 

Table 10. Comparison of parameter sensitivity. 

Available    
Retention 

Budget 

Discount of 
"Total 

Charges" 

Discount of 
"Monthly 
Charges" 

Churn 
threshold 

value 

Total Likely 
to Churn 

Total eligible 
for Discount 

Min       
intervention 

cost 

Max       
intervention 

cost 

Utilized  
Retention 

Budget 

$25,000.00  10% 10% 0.3 593 392 $3.86  $710.71  $24,964.48  

$20,000.00  20% 10% 0.4 593 151 $5.79  $1,411.47  $19,923.12  

$15,000.00  15% 20% 0.3 593 142 $6.76  $1,071.03  $14,922.28  

$10,000.00  20% 10% 0.35 593 104 $5.79  $1,411.47  $9,971.62  

$7,500.00  15% 15% 0.5 593 87 $5.79  $1,066.06  $7,350.74  

 
The integration of CatBoost and MILP yields efficient and comprehensible retention 

techniques across many budgetary and modelling scenarios. CatBoost, due to its ability to 
discern intricate nonlinear patterns and inherently manage categorical features, consistently 
recognized a greater number of potential churn customers than LightGBM. This expanded 
identification allowed the MILP model to distribute the intervention budget more effectively. 
The parameter sensitivity of MILP in optimization and constraint management is demon-
strated by the accurate allocation of the budget across various scenarios. With a budget of 
$25,000, the model nearly depleted the allocation across all configurations, leaving negligible 

unused resources, thereby affirming optimal utilisation (e.g., $24,964.48 with CatBoost at 𝐾 
= 3). 

Furthermore, as the budget diminished, MILP adeptly modified the number of qualify-
ing customers while complying with the churn probability threshold and cost restrictions, for 
instance, selecting 62 customers within a $5,000 budget using a 10% discount method. The 
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decision-making process was interpretable and aligned with real-world restrictions across all 
configurations. The collaboration between CatBoost’s accurate churn forecasts and MILP’s 
resource-conscious optimization confirms the methodological coherence and reinforces the 
efficacy of the suggested strategy in data-driven retention strategies. 

To further demonstrate the validity of the proposed methodology, Table 11 presents a 
comparison analysis with past studies on churn retention budget optimization. This compar-
ison highlights significant methodological distinctions, positioning this integrated approach 
as a competitive and comprehensive option within the existing landscape. 

Table 11. Past studies on churn retention budget optimization 

Study Methodology/Algorithms 

[70] 
Support vector machine (SVM), fuzzy rule-based clustering, linear integer programming, 

and explainable AI 

[104] Profit- and AUC-focused prescriptive analytics method (PAM) 

[105] Fuzzy rule-based systems (Mamdani and Sugeno models) 

This study k-means clustering, CatBoost classifier, and Mixed-integer linear programming 

5. Strengths, Limitations, and Future Work 

This research demonstrates several significant strengths that augment its academic rigour 
and practical relevance. It presents a comprehensive, data-driven framework that adeptly 
combines unsupervised learning via clustering with supervised machine learning classification 
to enhance churn intervention strategies. A principal strength resides in its authentic integra-
tion of budget limitations and intervention expenses, which anchors the analysis in practical 
business contexts and augments its relevance. The study presents an optimization compara-
tive analysis of various clustering and classification configurations, providing significant in-
sights into the trade-offs among customer coverage, model efficacy, and cost efficiency. Fur-
thermore, the analysis provides segment-specific insights, facilitating more targeted and stra-
tegic decision-making among various customer categories, including Low, Standard, and Pre-
mium. The research emphasizes operational impact and resource optimization by concentrat-
ing on model accuracy, customer reach, and average intervention cost. The framework and 
findings offer a judicious blend of analytical rigor and practical business value, constituting a 
significant contribution to churn management and customer retention. 

 Notwithstanding the encouraging outcomes derived from the analysis, several limita-
tions must be recognized. The intervention strategy primarily relies on cluster-based segmen-
tation, which may oversimplify the complexities and dynamics of customer behaviors over 
time. The clustering process, guided by unsupervised learning, may fail to represent the fun-
damental churn dynamics or shifting customer preferences accurately. Secondly, the estima-
tions of intervention costs are presumed to be precise and consistent across each segment, 
which may not accurately represent the real-world variability in actual operational expenses. 
Third, the assessment is conducted on a static dataset; no temporal validation was executed 
to evaluate the performance of interventions over time. The analysis was restricted to classi-
fiers, excluding optional configurations by applying different scaling, data balancing, feature 
selection, hyperparameter tuning, and cross-validation, thereby limiting the investigation of 
other potentially superior models. 

 Future research may mitigate these limitations by integrating dynamic and real-time 
churn prediction models that adjust in response to evolving customer behaviour. Investigat-
ing more detailed or novel clustering methodologies may yield more tailored intervention 
strategies. Moreover, incorporating reinforcement learning or optimization methodologies 
may facilitate the automatic adjustment of the intervention strategy in response to customer 
feedback and cost considerations. Future research should also explore multi-objective opti-
mization frameworks that equilibrate cost, customer value, and long-term retention effects.  
The incorporation of causal inference methods to assess the true efficacy of interventions on 
churn reduction would strengthen the approach's robustness. Conducting tests across various 
datasets and industries would enhance generalizability. Future research may involve an abla-
tion study to gain insights into the relative importance of the system's components. 
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6. Conclusions 

This study demonstrates the effectiveness of combining clustering-based segmentation 
with machine learning classifiers and mathematical optimization to enhance customer churn 
retention budgets within specified restrictions. The research establishes an effective integrated 
framework for retention budget optimization by utilizing K-means clustering, the CatBoost 
classifier, and Mixed-Integer Linear Programming approaches. The k = 3 model, combined 
with CatBoost and Mixed-Integer Linear Programming methodology, exemplifies a balanced 
strategy by safeguarding high-value consumers while optimizing total retention across all three 
customer segments. This technique accurately identifies the maximum number of at-risk con-
sumers and selects 392 individuals for intervention, resulting in a 66.1% intervention effi-
ciency. The proposed framework demonstrates significant potential for enhancing data-
driven decision-making in churn management and requires further refinement and compre-
hensive validation to realize its practical implications fully. 
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Appendix 

Table A1. Performance metrics. 

Metric Description Formula  

Accuracy 
Accurate predictions

Total number of predictions
 

TP + TN 

TP + TN + FP + FN
 (1) 

Precision 
Correctly classified actual positives 

Everything classified as positive
 

TP

TP + FP
 (2) 

Recall 
Correctly classified actual positives

All actual positives 
 

TP

TP + FN
 (3) 

F1-score 𝟐 ∗
Precison ∗  Recall

Precisison +  Recall
 

2 × TP

2 × TP + FP + FN
 (4) 

Table A2. Nature of variables. 

Metric Type Nature Reason 

x[i] Integer Binary (0 or 1) 
Represents whether customer i is selected for 

intervention. 

𝑦[𝑖] Integer Binary (0 or 1) 
Represents whether customer i's churn proba-
bility is reduced below threshold probability. 

churn_reduction_var[i]: Continuous Continuous 
Represents the amount by which customer i's 

churn probability is reduced. 

Table A3. Components and details of MILP. 

Components Details 

Objective function Maximize ∑ 𝑦[𝑖]

𝑁

𝑖=1

 (5) 

Budget constraints ∑ Intervention Cost[𝑖]

𝑁

𝑖=1

× 𝑥[𝑖] ≤ Budge (6) 

Churn reduction  
constraint Churn Reduction[𝑖] ≤ Initial Churn Probability[𝑖] ∀𝑖 (7) 

Churn below   

threshold 

constrain 

Initial Churn Probability[𝑖] − Churn Reduction[𝑖]

≤ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 + (1 − 𝑦[𝑖]) × 1000 ∀𝑖 
(8) 
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Components Details 

Intervention con-
sistency constraint 

𝑥[𝑖] ≤ 𝑦[𝑖] ∀𝑖 (9) 

Constraint of        
prioritization 

𝑥[𝑖] ≥ 𝑥[𝑗] if priority[𝑖] < priority[𝑗] ∀𝑖, 𝑗 (10) 

. 
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