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Abstract: Human action recognition involves recognizing and classifying actions performed by hu-

mans. It has many applications, including sports, healthcare, and surveillance. Challenges such as a 

limited number of classes of activities and variations within inter and intra-class groups lead to high 

misclassification rates in some of the intelligent systems developed. Existing studies focused mainly on 

using public datasets with little focus on real-life action datasets, with limited research on HAR for 

military obstacle-crossing activities.  This paper focuses on recognizing human actions in an obstacle-

crossing competition video sequence where multiple participants are performing different obstacle-

crossing activities. This study proposes a feature descriptor approach that combines a Histogram of 

Oriented Gradient and Region Descriptors (HOGReG) for human action recognition in a military 

obstacle crossing competition. The dataset was captured during military trainees’ obstacle-crossing ex-

ercises at a military training institution to achieve this objective. Images were segmented into back-

ground and foreground using a Grabcut-based segmentation algorithm, and thereafter, features were 

extracted and used for classification. The features were extracted using a Histogram of Oriented Gra-

dient (HOG) and region descriptors from segmented images. The extracted features are presented to 

a neural network classifier for classification and evaluation. The experimental results recorded 63.8%, 

82.6%, and 86.4% recognition accuracies using the region descriptors HOG and HOGReG, respec-

tively. The region descriptor gave a training time of 5.6048 seconds, while HOG and HOGReG re-

ported 32.233 and 31.975 seconds, respectively. The outcome shows how effectively the suggested 

model performed. 

Keywords: Histogram of oriented gradient; HOGReG; Human action recognition; Neural Network 

Classifier; Obstacle crossing competition; Region descriptor. 

 

1. Introduction 

Human Action Recognition (HAR) is one of the most attractive study areas in computer 
vision applications. For machines to understand human activity, automatic methods for ana-
lyzing and interpreting actions in videos and images are important[1]. The ability of comput-
ers to comprehend images and videos on their own is one of the trends in the computer 
vision industry. The core of computer vision is image processing[2]. Vision-based action 
recognition and prediction from video image tasks involve activity recognition relating to 
human actions, i.e., the present state, and action prediction, which predicts human action, i.e., 
the future state. These two tasks are used in real-world applications such as surveillance, hu-
man-computer interaction, autonomous vehicles, healthcare, and video retrieval. With the 
human vision system, the actions and purposes of an actor can be easily understood and 
known when an individual is performing a particular task, and the actor can confidently guess 
whether or not such actions comply with the instructions given [3].  

Human actions are considered to be a predetermined set of physical movements a per-
son performs over time to complete a given task. In some scenarios, an object or interaction 
with other people is required to complete a task, and as a result, the level of complexity of 
the action varies. Some complex actions can occur over a longer period, which requires a 
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larger number of consecutive frames (video sequence)[4]. The purpose of HAR systems is to 
correctly identify human actions by analyzing scenarios in the real world[5]. HAR enables 
computer-based applications to assist users in executing tasks and improving their lifestyle, 
such as posture monitoring when exercising and remote care for older adults living alone[6]. 
HAR technologies can be divided into vision-based and sensor-based[7]. Vision-based HAR 
research is divided based on the data type, such as RGB and RGB-depth. Both data are rec-
orded with cameras, which are highly affordable and produce rich texture data.  

HAR research has been applied in a wide range of activities in different environments, 
such as action recognition and localization in realistic sports videos[8], activity recognition in 
mountain climbing with variations in terrain[9], tracking of illegal activities, and the surveil-
lance of restricted military environment[10]. Handcrafted and deep-learned features have 
been utilized by researchers for the classification of human actions, with few considerations 
on the fusion of features[11]. However, few works have focused on recognizing human ac-
tions in military training activities. Most studies have focused on using public datasets with 
little or no focus on real-life military exercises. According to Gahtan et al. [12], analyzing a 
soldier's activity is important. This analysis is important in understanding physiological data, 
which is quite challenging as information on such activities is not always readily available or 
clear. In obstacle crossing, assessment is done based on precision i.e., Judgment of any ob-
stacle is based on specific action and how the action was carried out.  

This paper explored the recognition of different human actions from visual images in an 
obstacle-crossing exercise in a military training institution. It proposed a feature-based ap-
proach that combined HOG and region attributes for classification using a neural network 
classifier. The study independently evaluated HOG and region descriptors and their combi-
nation (HOGReG). This study is relevant in the performance analysis of trainees during mil-
itary exercises or activity recognition in remote and dangerous environments. The study is 
also important in assessing military trainee exercises and competitions and can be used as 
instant feedback and assessment of a trainee’s performance, which is useful for instructors. 

The paper is structured as follows: section 2 covers the literature review and other con-
cepts. Section 3 discusses the proposed methodology involving the dataset used, HOG fea-
ture extraction, and classification. The results of the implemented work are discussed and 
analyzed in Section 4. Finally, the conclusion and future work is discussed in section 6. 

2. Literature Review 

Human activity recognition recognizes human actions in a video sequence [13], [14]. The 
main objective of the HAR system is to successfully understand ongoing events and observe 
and analyze human activities by retrieving and processing data to classify human behavior 
into different actions such as jumping, climbing, and crawling. Identifying the unknown hu-
man actions in videos is achieved by analyzing frames from such videos, which serve as data 
that can be classified using models whose efficiency is tested in terms of accuracy, speed, and 
simplicity[15]. Research on action recognition has used various data modalities like RGB im-
ages, videos, and skeletal images, using several techniques that have achieved impressive re-
sults[16]. However, However, some of its limitations include lightning, occlusion, and clut-
tered backgrounds. To overcome these challenges, most authors considered local spatial fea-
tures, global features, and temporal features for HAR[17].  

Alex et al. [18] examined the effectiveness of four selected supervised machine learning 
algorithms: Naive Bayes, RF, Multi-Layer Perceptron (MLP), and Support Vector Machine 
(SVM) on their ability to recognize human activities. Five categories of actions were consid-
ered namely; category I (asleep or not), category II (eating), category III (walking), category 
IV (falling), and category 5 (talking on the phone). Feature extraction used HOG, Local Bi-
nary Pattern, and Bag Of features. SVM achieved an average accuracy of 86%, while RF MLP 
and Naive Bayes achieved 70%, 72%, and 71.8%, respectively.  

Kumar and Bhavani [19] proposed human activity recognition based on a filtering tech-
nique and watershed segmentation algorithm using HOG, colour, GiST, and a combination 
of all features for feature extraction. The experimental dataset contained 20 activities that 
were recorded in four different scenarios. The activities include riding on the elevator down, 
riding on the elevator up, riding on the escalator down, riding on the escalator up, walking, 
sitting, walking downstairs, walking upstairs, drinking, eating, making phone calls, texting, 
cycling, doing push up, doing sit up, running, organizing files, reading, working on pc, and 
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writing sentences. Experimental results obtained using SVM gave 69.23% with HOG, GiST, 
colour, and combination of all features reported 77.43%, 64.88%, and 79.5%, respectively. A 
further experiment was conducted using RF classifier which yielded 75.21% on HOG, 
80.52% with GiST, colour, and a combination of all features gave 66.88% and 82.45%, re-
spectively.  

Patel et al. [13] proposed a feature descriptor model for HAR to explore the 
dissimilarities in actions, HOG, Regional Features from Fourier HOG (R_FHOG), 
displacement in object position (OBJ_DISP), and velocity of an object (OBJ_VELO) features 
were used for extracting feature descriptors. The authors explored a fusion of all these fea-
tures to improve class classification and diversity. Artificial Neural Network (ANN), SVM, 
multiple kernel learning (MKL), late fusion approach, and Meta-cognitive Neural Network 
(McNN) were classifiers used to classify human actions on public datasets;  KTH [20] and 
Weizmann. Using KTH datasets. The KTH dataset contained six types of human actions 
(walking, jogging, running, boxing, handwaving, and hand clapping). In contrast, the Weiz-
mann contained ten different human actions (run, walk, skip, jumping-jack, jump forward on 
two legs, jump in place on two legs, galloping sideways, wave two hands, wave one hand, and 
bend). The experiment achieved 84.12% and 92.32% results for early fusion with ANN and 
SVM respectively, 93.03% and 95.85% for MKL with ANN and MKL with SVM respectively, 
and 100% for McNN. The Weizmann dataset gave 91.943% and 94.34% for early fusion with 
ANN and early fusion with SVM, 92.09% and 93.89% on MKL with ANN and MKL with 
SVM respectively, while MCN also gave 100%. The detection of moving objects from con-
strained videos was also considered by the model, which can still be applied to videos where 
multiple actions are performed. However, for further improvement, overlapping feature ex-
traction can be implemented. 

Khan et al.[11] designed a framework combining conventional handcrafted and deep 
features for human action recognition from video frames. The shape features were extracted 
with HOG, while the pre-trained Caffe AlexNet model was used for deep feature extraction. 
Simulations were performed on five publicly available benchmark datasets, achieving recog-
nition rates between 99.6% and 100% for each dataset. 

Tan et al. [21] proposed a combination of deep neural networks and handcrafted meth-
ods to recognize human actions in video. Sparse autoencoder was employed to train the filter 
from images, while HOG was utilized to extract texture and shape features from the filtered 
images. For classification, the Modified Hausdorff Distance was applied. The experiment 
used two publicly available datasets and one self-gathered dataset; Weizmann, CAD-60 and 
MMU human action dataset, yielding recognition rates of 100%, 88.24%, and 99.5%, respec-
tively. The MMU consists of 10 classes of human action: walking, answering the phone, sur-
render, pointing, squads, throwing, running, writing, kicking, and punching. 

Singh [22] classified human actions into five categories: boxing, jogging, and handclap-
ping, which were obtained from the KTH database while jumping and bending were obtained 
from the Weizmann database. The human silhouette was obtained from videos using the 
optical flow technique algorithm, and then features were extracted using HOG features and 
SVM as a classifier. The overall accuracy was 86.65% on the KTH database and 85.60% on 
the Weizmann dataset.  

Elharrouss [23] proposed a CNN model for action-based video summarization by rec-
ognizing multiple human actions from different scenes. Two techniques were employed: co-
sine similarity measure of the HOGs of the Temporal Difference Map (CS-HOG-TDMap) 
and CNN classification of actions from the TDMap images (CNN-TDMap). Experiments 
were conducted using the following datasets: the Weizmann, KTH, UCF-ARG multi-view 
action dataset, UT-Interaction (which includes six classes: shake-hands, point, hug, push, kick 
and punch.), IXMAS (contains 10 actions, including boxing, walking, running, hand waving, 
hand clapping, jogging, carrying, standing, backpack carrying, and two persons fighting). On 
the KTH, Weizmann, and UCF-ARG datasets, the CS-HOG-TDMap achieved a recognition 
rate of 98%, while CNN-TD-Map recognized 99% of the actions. The UT-Interaction dataset 
gave 87% and 98%, respectively, while the IXMAS achieved 99%. 

Sahoo et al. [24] used a Bag of histogram of optical flow (BoHOF) to differentiate ac-
tions varying with speed of action using features calculated from segmented human objects. 
HOG features were also extracted and combined with BoHOF features. KTH datasets were 
used with SVM as a classifier to assess the effectiveness of the proposed fusion, yielding an 
overall accuracy of 96.7%. 



Journal of Computing Theories and Applications 2025 (February), vol. 2, no. 3, Kolawole, et al. 413 
 

 

Gundu and Syed [25] employed a hybrid model of HOG, mask-regional convolutional 
neural network (Mask-RCNN), and bidirectional long short-term memory (Bi-LSTM) for rec-
ognizing human action using YouTube aerial data containing Band Marching, Biking, Cliff 
Diving, Golf Swing, Horse-riding, Kayaking, Skateboarding, and activities. The model 
achieved 99.25% accuracy.  

Javed et al.[26] used a smartphone accelerometer sensor to recognize six daily activities: 
standing, sitting, downstairs, walking, upstairs, and jogging. Three machine learning models 
(decision tree, logistic regression, and multi-layer perceptron) were implemented to train the 
model with MLP, which had the highest overall accuracy of 93%. Although these studies have 
used different approaches and technologies for activity recognition, no known work has fo-
cused on the wide range of activities, especially in the military obstacle-crossing competition, 
which has not been recognized. 

Ha [27] proposed a human video activity recognition architecture using a 3D Convolu-
tional Neural Network for extracting spatial and temporal features from video actions. The 
performance of the proposed model was evaluated using publicly available datasets: UCF101, 
HMDB51, and Traffic Police (TP) dataset to achieve average accuracies of 98.3%, 80.7%, and 
97.6%, respectively. 

2.1. Histogram of Oriented Gradient (HOG) 

Histogram of oriented gradient (HOG) is a feature descriptor proposed by [28]. It is 
used in computer vision for object detection. The HOG is a highly effective feature for hu-
man detection [13]. Feature is important in recognition as it represents some hidden infor-
mation that helps to facilitate learning for easier human interpretations[22]. HOG can de-
scribe local objects’ appearance and shape well, which is the distribution of local intensity 
gradients or edge directions, even without knowledge of the corresponding edge or gradient 
position. It focuses on the structure or shape of an object while counting the occurrence of 
gradient orientation in each local region. For the region images, it uses the magnitude and 
orientations to create histograms[29]. HOG implementation is done by dividing an image 
window into small regions called cells, with each cell accumulating a 1-D histogram of gradi-
ent directions or edge orientation over pixels of that cell, see Figure 1[30]. A combination of 
the histogram entries forms the representation. To ensure invariance to illumination and shad-
owing, contrast normalization is done on all cells in the block to form a HOG descriptor.   

 

Figure 1. Cells and Overlapping Blocks in HOG[30] 

Dalal and Triggs evaluated four block normalization schemes [28]. Let 𝑣 be the unnor-

malized descriptor containing histograms in a given block, ∥ 𝑣 ∥𝑘 be it 𝑘- norm form for 

𝑘 = 1,2 and 𝑒 be a small constant. The normalization factor can be any of the schemes 
shown in Equations (1) to (3). 

𝐿1 –  𝑛𝑜𝑟𝑚: 𝑓 =
𝑣

∥ 𝑣 ∥1+ 𝑒
 (1) 

𝐿1 –  𝑠𝑞𝑟𝑡: 𝑓 = √
𝑣

∥ 𝑣 ∥1 +  𝑒
 (2) 

𝐿2 −  𝑛𝑜𝑟𝑚: 𝑓 =
𝑣

√∥ 𝑣 ∥  + 𝑒2
 (3) 
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Followed by clipping (limiting the minimum values of 𝑣  to 0.2) and renormalizing. 

From the experiment conducted by [28], 𝐿2 − ℎ𝑦𝑠, 𝐿2 − 𝑛𝑜𝑟𝑚 and 𝐿1 − 𝑠𝑞𝑟𝑡 schemes 
performed well while 𝐿1 − 𝑛𝑜𝑟𝑚 gives slightly less performance. 

A similar experiment was performed by Irhebhude et al.[31] using HOG features for 
vehicle type recognition, recording a good accuracy rate of 95%. Patel et al.[13] recognized 
human actions in a video sequence using HOG-based fusion of features, achieving recogni-
tion accuracies between 84% and 99%. Ayalew et al. [32] proposed a hybrid CNN and HOG 
method for diagnosing COVID-19 from chest X-ray images of patients, which achieved 
99.97% and 99.67% training and testing accuracy, respectively. Leveraging the strength of 
HOG as a powerful feature descriptor on computer vision and detection in image analysis, 
Bhattarai et al. [33] applied HOG for generating pseudo labels in medical image segmentation 
and achieved 70.2% accuracy. 

2.2 Region Descriptors 

Descriptors are similar to sets of numbers produced to describe an image, i.e., they at-
tempt to quantify shape in a way that agrees with human thinking or specific task requirements 
[34]. Regions are the boundary-based properties of an object; Region descriptors generate a 
numeric feature vector or non-numeric syntactic description word that characterizes the 
properties of a described region[35].  

Data or object properties can be described as boundary or complete regions based on 
representation and region description. Boundary descriptors are more applicable when em-
phasizing external shape characteristics like corners, while region-based descriptors are better 
appropriate for texture or skeletal shape properties; using a combination of boundary and 
region descriptors is also a common practice. Some measures used as region descriptors, as 
described by Gonzalez et al. [36], are; 

1. Area (𝐴) is the total number of pixels in an image.  

2. Perimeter (𝑃) is the number of pixels or lengths of the boundary of an image.  

3. Compactness of a region (𝐶𝑅)is defined by the formula as shown in Equation (4); 

𝑃2

𝐴⁄  (4) 

4.  Circularity ratio 𝑅𝑐 is the ratio of a region's area to a circle's area having the same pe-
rimeter. The circularity ratio is expressed in Equation (5). 

𝑅𝑐 =  
4𝜋𝐴

𝑃2   (5) 

5. Eccentricity is the ratio of the distance between the center and the length of the major 
axis of an ellipse. The eccentricity of a region is calculated as shown in Equation (6)[37]. 

𝐸 =  √1 − (
𝑀𝐼𝑁𝑟

𝑀𝐴𝑋𝑟
)

2

 (5) 

Where 𝑀𝐼𝑁𝑟 is the minimum distance between the boundary of an image and its center, 
and 𝑀𝐴𝑋𝑟 represents the maximum distance between the center and boundary of an 
image. 

6.  Major axis length: the length in pixels of the major axis of the ellipse of the region[37]. 
7.  Minor axis length: the length in pixels of the minor axis of the region's ellipse region[37]. 
8.  EquivDiameter (ED) calculates the diameter of a circle with the same area as the region 

of interest, computed as shown in Equation (7). 

𝐸𝐷 =  √4 ×
𝐴

𝜋
 (7) 

9.  Euler Number (𝐸𝑁) is the number of connected object components (𝐶) in the region 

minus the number of holes(𝐻) in the objects as defined in Equation (8). 

𝐸 = 𝐶 − 𝐻 (8) 
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10. ConvexArea: is the number of pixels in a convex image. 
11.  Maximum Feret diameter measures the maximum distance between any two boundary 

points on the vertices that fully enclose the object[38]. 
12.  Minimum Feret diameter measures the minimum distance between any two boundary 

points on the vertices that fully enclose the objec[38]. 
13. MaxFeretAngle: is the angle of the maximum Feret diameter[38]. 

In Irhebhude et al. [31], area, perimeter, and other region descriptors were used for se-
lecting discriminative features for automatic vehicle type recognition, resulting in improved 
recognition accuracy. Other simple measures are mean, median of intensity levels, minimum 
and maximum intensity values, and number of pixels with values above and below the mean 
[36]. In obstacle crossing, actions are usually based on specific body movements that will 
eventually form shapes. The HOG and region descriptors are useful in capturing the shape, 
counting the occurrence of gradient variation, and identifying global patterns in the action 
region. 

2.3 Multi-layer Perceptron (MLP) 

The MLP is a feedforward ANN and the most commonly used type of neural network 
for classification and prediction, mapping input to appropriate output sets [39]. It is a nonlin-
ear mapping between input and output vectors and consists of nodes connected by weights 
and output signals. They are all a function of the sum of input to the node and are modified 
by a nonlinear simple transfer or activation function. The architecture of MLP consists of the 
input, hidden, and output layers. It is called fully connected when each node is connected to 
every node in the next and previous layer. The input layer transfers the input vector to the 
network; no computation is done at this layer. The input and output vectors are referred to 
as the input and output of the MLP and can be represented as single vectors[40]. 

Javed et al. [26] applied the MLP classifier for recognizing physical activity. They 
achieved 93% accuracy, which is higher than other existing methods and shows the proposed 
model’s ability to increase the recognition rate of physical activities. 

3. Proposed Method 

This section describes the proposed methodology as depicted in Figure 2. The aim is to 
correctly find and recognize human actions using a fusion of features extracted from HOG 
and Region descriptors called the HOGReG model. This technique is based on grabcut seg-
mentation, feature extraction using two techniques, and classification with a neural network 
classifier. The recognition system involves different steps and techniques for extracting fea-
tures from images relating to human activities in obstacle-crossing exercises. The steps in the 
proposed methodology involve the input image of size 448×252, after which segmentation 
divides the images into separate constituent parts: the background and foreground. The seg-
mented images give two outputs of masked and black/white images, while the segmented 
black/white images are in the foreground, giving the image shape description. Figure 3 de-
scribes the different actions during obstacle-crossing exercises and the class number to which 
they belong. 

3.1. Dataset Collection 

The dataset used consists of videos of locally captured trainees (cadets) participating in 
obstacle-crossing exercises in a military training institution. The data in the form of videos 
were captured during the cadet’s obstacle crossing exercise in the Nigerian Defence Academy 
(NDA), Nigeria, using the Mavic 2 Enterprise drone. The drone has a high-resolution visual 
camera and thermal sensors with top ports for mounting accessories and 24GB onboard 
memory storage. Frames, which are referred to as still images, are extracted from the videos 
and used as input images for the experiment. The video clips were framed into images, which 
served as input. The dataset contains 15 different activities, namely, clear jump, barbed wire 
crawling, 6/ft wall climbing, scrabble net, hand or monkey bridge crossing, Tarzan rope, 9/7ft 
ditch, tunnel, Niger bridge, balancing, rough & tumbling, high wall with the ladder, high wall 
tire ladder minefield, and horizontal & vertical wall. Each activity class contains 500 images, 
totaling 7500 used for the experiment. Figure 3 shows selected sample images of the actions 
their description used as input captured, which are considered private and restricted due to 
the classified nature of military training exercises. 
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Figure 2. Proposed Methodology 
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Figure 3. Sample image of human actions in obstacle crossing in military environment; (a) Clear jump; (b) Barbed wire crawling; (c) 
6/Ft wall climbing; (d) Scrabble net; (e) Hand or monkey bridge crossing; (f) Tarzan rope; (g) 9/7ft ditch; (h) Tunnel; (i) Niger bridge; 
(j) Balancing; (k) Rough and tumbling; (l) High Wall with ladder; (m) High wall tire ladder; (n) Minefield; (o) Horizontal and vertical 

wall. 

The first preprocessing involves framing the videos with a video framing algorithm[30] 
done using MATLAB SOFTWARE due to the large video dimension. The first stage of pre-
processing is done, which involves resizing the original video dimension of 1280×1720 while 
maintaining the aspect ratio to 448×252, and this was achieved by framing the obtained video 
samples using the video framing algorithm. The resizing was necessary because of the limited 
computing resources and for easy framing. 

3.2. Segmentation 

Segmentation involves partitioning the input image into constituent parts or objects[2]. 
It involves grouping similar pixels to represent meaningful regions in an image. The mapping 
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out and separation of different parts of the input image is achieved using the Grabcut algo-
rithm implemented in MATLAB R2023a through the image segmenter application. This de-
termines if the individual pixels from the input image are part of the background or object to 
be identified. The algorithm selects one individual at a time and segments the input image 
into masked and Black/White (BW) Images. The masked segmented images represent the 
foreground, while the BW images give the shape description of the foreground. The proce-
dures of the GrabCut algorithm are given as follows[41]: 
1. Input the image. The segmentation process is initialized by drawing a shape around the 

selected labeled image 𝑈 that connects all the edges, and this defines the foreground 

region.  The region inside 𝑈 are the foreground objects called 𝐹, while the region lo-

cated outside are the background objects 𝐵. 

2. For each pixel 𝑝, 𝑝 ∈ 𝐹, assign a label 𝐿𝑝 = 1, and for pixel 𝑝, 𝑝 ∈ 𝐵,  assign label  

𝐿𝑝 = 0        

3. Using the K-means clustering algorithm, 𝐹 and 𝐵 Object region is clustered into 𝐾 
kinds of pixels.  

4. Initialize the GMM of the foreground and the background with the two sets of labels 

𝐿𝑝 = 0and 𝐿𝑝 = 1, respectively (the GMM of the foreground and the background 

both have Gaussian components), and the parameters (𝜋, 𝜇, 𝜃) of the two GMMs are 

obtained. Where 𝜋 is the weight of each Gaussian component, 𝜇 is the mean vector of 

each Gaussian component, and 𝜃 represents the covariance matrix. 

5. Substituting each pixel 𝑝 in the foreground object region 𝐹  into the two obtained 
GMMs will obtain the probability of which pixel belongs to the foreground object region 

or the background region, respectively. The highest probability generates the pixel 𝑝,( 

that is, the Gaussian component 𝐾𝑝 of the pixel). The probability is in the form of the 

negative logarithm to obtain the regional term 𝐹.  

6. The Euclidean distance (i.e., the two norms) between all two neighboring pixels in 𝐹 is 

calculated 𝑉 is obtained as the boundary term. 

7. Obtain the minimum value of energy min 𝐸 (𝐴, 𝑘, 𝜃, 𝑃) using the maximum flow min-

imum cut algorithm. The calculated result is reassigned to the set of pixels 𝐿𝑝 = 0and 

𝐿𝑝 = 1 in the foreground object region. 

8. Repeat steps 4 through 7 until the convergence and output image. 
 
The algorithm segments the input image into two categories based on the foreground 

and background, which are then utilized in the next stage and further used for feature extrac-
tion. 

3.3. Feature Extraction 

From the proposed methodological flow diagram in Figure 2, HOG and Region de-
scriptors extract features from the segmented images. The segmented masked is the input to 
the HOG model, while the segmented BW image is used as input for the region descriptor.  

The region descriptors (𝑅𝐷) extract the following statistical feature measurement from 

the segmented BW images using MATLAB function “regionprops”; Area (𝐴), major axis 
length(𝑀𝑎𝐿), minor axis length(𝑀𝑖𝑙), eccentricity (𝐸𝑐), orientation (𝑂), convex area(𝐶𝑎), cir-

cularity ratio(𝐶𝑟), filled area(𝐹𝑎), Euler number (𝐸𝑛), Equidiameter(𝐸𝑑), perimeter(𝑃), pe-
rimeter old(𝑃𝑜), maxferet diameter(𝑀𝑎𝐷), maxferet angle (𝑀𝑎𝐴), miniferet diameter (𝑀𝑖𝐷) 

and miniferert angle(𝑀𝑖𝐴). The 𝑅𝐷 measures the properties of the image regions and de-
scribes the characteristics of the image as shown in Equation (9)[42]. 

𝑅𝐷 = [𝐴, 𝑀𝑎𝐿, 𝑀𝑖𝐿, 𝐸𝑐, 𝑂, 𝐶𝑎, 𝐶𝑟, 𝐹𝑎, 𝐸𝑛, 𝐸𝑑, 𝑃, 𝑃𝑜, 𝑀𝑎𝐷, 𝑀𝑎𝐴, 𝑀𝑖𝐷, 𝑀𝑖𝐴] (9) 

The HOG feature extraction technique makes it easier to count the occurrences of ori-
ented gradients in localized portions of an image[18]. HOG descriptor focuses on local shape 
information, texture, and shape extraction for easy object detection. The HOG features are 
extracted from the segmented masked images using the following algorithm[29]: 
1. Prepare the input image – take the input image and resize it to size 42×42  
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2. Calculate the image's gradient by combining the image's magnitude and angle. Consid-

ering a block with the input size, firstly, the 𝑔𝑥 and  𝑔𝑦 is calculated using the formula 

given in Equations (10) and (11). 

𝑔𝑥(𝑟, 𝑐) = 𝐼(𝑟, 𝑐 + 1) − 𝐼(𝑟, 𝑐 − 1)   (10) 

𝑔𝑦(𝑟, 𝑐) = 𝐼(𝑟 − 1, 𝑐) − 𝐼(𝑟 + 1, 𝑐) (11) 

Where 𝑟 and 𝑐 are the rows and columns, respectively. 

The magnitude and angle of each pixel is calculated from the gradient 𝑔𝑥 and 𝑔𝑦 is 

using formulas in Equations (12) and (13). 

𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒(𝜇) =  √𝑔𝑥
2 +  𝑔𝑦

2   (12) 

𝐴𝑛𝑔𝑙𝑒 (𝜃) = |𝑡𝑎𝑛−1  (
𝑔𝑦

𝑔𝑥
⁄ ) | (13) 

3. Divide the gradient matrices to form a block - the gradient matrices (magnitude and 
angle matrix) are divided into 8×8 cells to form a block. A nine-point histogram is cal-
culated for each block, and a histogram with nine bins is developed, with each bin having 
an angle range of 20 degrees.  

4. Calculate the 𝑗𝑡ℎ Bin - For each cell in a block, the 𝑗𝑡ℎ bin is calculated, and then the 

value that will be provided to the 𝑗𝑡ℎ and 𝑗 + 1𝑡ℎ bin respectively.  
5. Calculate the arrays for each Pixel - An array is taken as a bin for a block, and values are 

appended in the array and 𝑗𝑡ℎ and 𝑗 + 1𝑡ℎbin calculated for each pixel. 
6. Histogram Computation is complete for each block. 
7. After the histogram computation over all blocks, four blocks from the nine-point histo-

gram matrix are clubbed together to form a new block (2×2). This clubbing is done 
overlappingly with a stride of eight pixels. 

8. Calculate the L2 Norm  
9. Normalize the value 
10. Obtain HOG features 

 
The output of HOG extracted features is returned as described as HOG feature-length 

(𝑁). The feature length is based on the image size and the function parameter values described 
in Equations (14) and (15). 

𝐵𝑃𝐼 =  ⌊(
(

𝐴𝑆(𝐼)
𝐶𝑆 − 𝐵𝑆)

𝐵𝑆 − 𝐵𝑂
+ 1)⌋  (14) 

𝑁 =  ∏([𝐵𝑃𝐼, 𝐵𝑆, 𝑁𝐵]) (15) 

Where 𝐵𝑃𝐼 = blocks per image; 𝐴𝑆 = size of array; 𝐼 = input image; 𝐶𝑆 = size of the 

HOG cell; 𝐵𝑆 = number of cells in the block; 𝐵𝑂 = number of overlapping cells between 
adjacent blocks; 𝑁 represents the HOG feature-length, and 𝑁𝐵 is the number of orienta-
tion histogram bins, here 576 features are extracted. 

The extracted HOG and region features fused by concatenating with the horzcat func-
tion in MATLAB, horzcat indicates a function for concatenating arrays horizontally[43]. The 
horzcat function combines the extracted features from the region and HOG. The syntax for 
concatenation is shown in Equations (16) and (17) 

𝑐 = ℎ𝑜𝑟𝑧𝑐𝑎𝑡(𝐴, 𝐵)  (16) 

𝑐 = ℎ𝑜𝑟𝑧𝑐𝑎𝑡(𝐴1, 𝐴2,…,𝐴𝑛) (17) 
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Equation 16 concatenates 𝐴 horizontally to the end of 𝐵 when 𝐴 and 𝐵 have com-
patible sizes (the lengths of the dimensions match except in the second dimension). In con-
trast, equation 17 horizontally concatenates the arrays, with all inputs from vectors and ma-
trices having the same number of rows[44]. The horzcat algorithm used for concatenation is 
described as follows: 
1. Create two matrices input specified as a scalar, vector, matrix, multidimensional array, 

table, or timetable, and horizontally append the second matrix to the first by using square 
bracket notation.  

2. Horizontally concatenate the second matrix to the first using horzcat() function. 
3. horzcat omits an empty array from the output when concatenating it to a nonempty 

array. 
4. If all the input arguments are empty and have compatible sizes, horzcat will return an 

empty array whose size is the same as the output size when the inputs are not empty.  

Applying the algorithm concatenates the combined features (𝐶) of region and HOG, as 
shown in Equation (18). 

𝐶 = ℎ𝑜𝑟𝑧𝑐𝑎𝑡(𝑅𝐷, 𝑁) (18) 

3.3. Classification using Artificial Neural Network 

The MLP classifier is used for classification in this paper, as it maps out input data sets 
to a set of given outputs. After getting the already preprocessed data from the previous blocks, 
the model is trained using the MLP network. Different parameters were used, such as hidden 
layer size, activation function, number of epochs, and algorithm for weight optimization 
node. The algorithm's performance is measured using accuracy, confusion matrix, and Re-
ceiver Operating Characteristic (ROC) curve. The three models used for the experiment, 
HOG, Region features, and a combination of HOG and region (HOGReg), had the same 
hyperparameter tuning and values shown in Table 1. 

Table 1. Hyperparameters for HOG, Region descriptor, and HOGReg. 

Hyperparameter  Value 

Preset  Wide Neural Network 

Number of fully connected layer 1 

First layer size  100 

Activation  ReLU 

Iteration Limit 100 

Regularization strength (Lambda) 0 

Standardized data  Yes 

3.3. Performance Evaluation Metrics 

For easy view and evaluation of the performance of the model, confusion matrix, accu-
racy, receiver operating characteristics (ROC) curve, true positive rate, false positive rate, pos-
itive predictive rate, and false discovery rate were used because of their evaluation effi-
ciency[45], [46]. 

Confusion matrix – confusion matrices are tables generally used to visualize the perfor-
mance of a model through a collection of datasets with known true values[47]. The rows in 
the matrix display the instances of predicted values, while the columns show actual values. 
True predictions are represented by the diagonal, while others display the errors. This makes 
it easy to check for errors in the model. 

Accuracy measures the percentage of correctly identified cases out of the total, as shown 
in the formula in Equation (19)[46]. 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (19) 

Where True Positive (TP) is the number of correctly categorized classes belonging to the 
positive class, while True Negative (TN) is the number of correctly categorized classes be-
longing to the negative class. False Positive (FP) and False Negative (FN) represent the 
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number of incorrectly categorized classes belonging to the positive and the negative classes, 
respectively[48]. 

True Positive Rate (TPR) is calculated as the number of accurate positive predictions 
(TP) divided by the total number of positives (P), as shown in Equation (20). It is also called 
sensitivity or recall. The best TPR value is 1.0[49]. The False negative rate (FNR) - is the 
proportion of positive samples that were incorrectly classified as defined in Equation (21) 
[50]. Positive prediction value (PPV) - is the proportion of correctly identified positive sam-
ples to the total number of positive predicted samples as shown in Equation (22)[50]. False 
Discovery Rate (FDR) - is the number of false positive results divided by all positives, as 
shown in Equation (23)[49]. 

TPR =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (20) 

FNR =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (21) 

PPV =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (22) 

FDR =
𝐹𝑃

𝐹𝑃 + 𝑇𝑃
 (23) 

ROC Curve – a graph that shows the difference or relationship between the true positive 
rate (TPR) and the false positive rate (FPR). The true and false positive rates are calculated 
and plotted in one graph. For each threshold, a higher TPR and low FPR show better perfor-
mance, and the more the curve tilts to the left, the better the classifier performance is [49]. 
The area below a ROC curve is the area under the curve (AUC), which always has a value 
between 0 and 1 that indicates how good or bad the ROC curve performs. A value of 1 
indicates a perfect performance. 

4. Experimental Analysis 

The proposed methodology was implemented in MATLAB R2023a, using Grabcut as 
the segmentation algorithm. Some selected results from the segmentation are shown in Figure 
4. 

      

      
(a) (b) (c) (d) (e) (f) 

      

      
(g) (h) (i) (j) (k) (l) 

      
(m) (n) (o) 

Figure 4. Segmentation results BW images and Masked images; (a) Clear jump; (b) Barbed wire crawling; (c) 6/Ft wall climbing; (d) 
Scrabble net; (e) Hand or monkey bridge crossing; (f) Tarzan rope; (g) 9/7ft ditch; (h) Tunnel; (i) Niger bridge; (j) Balancing; (k) 

Rough and tumbling; (l) High Wall with ladder; (m) High wall tire ladder; (n) Mine field; (o) Horizontal and vertical wall. 



Journal of Computing Theories and Applications 2025 (February), vol. 2, no. 3, Kolawole, et al. 421 
 

 

Performance evaluation was done on the experiment using the proposed feature extrac-
tion technique, a combination of HOG and region (HOGReG) with a neural network classi-
fier. 70% of the dataset was used for training, while 30% was used for testing. The confusion 
matrix curve, TPR/FNR, PPV/FDR, and accuracy values present the results. The confusion 
matrices for the HOGReG model are presented in Figures 5 to 7. The results obtained are 
discussed as follows: 

4.1. Evaluation with HOG and Region (HOGReG) 

The recognition results using the proposed model HOGReG features are presented in 
Figures 5 to 7. A total of 592 individual features were selected to achieve a maximum accuracy 
of 86.4% with a training time of 31.975secs. The confusion matrix in Figure 5 visually repre-
sents the results and the effect of using a combination of HOG and region features. 

 

Figure 5. Confusion Matrix with HOGReG 

The highest number of correct observations was obtained by Class 14, with 142 correct 
positive observations, as shown in Figure 5. For the horizontal and vertical action, class 15 
recorded the lowest number of correct true classes (100). This is a similar pattern across the 
other two models. The high wall tire ladder (class 13) and 6/ft wall action (class 3) had the 
same number of correct true classes, which stood at 140 each. 

 

Figure 6. Confusion Matrix Showing TPR and FNR with HOGReG 
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The confusion matrix showing the TPR/ FNR and PPV/FDR values for the proposed 
HOGReG features is shown in Figures 6 and 7. With a TPR of 94.7%, as seen in Figure 6, 
class 14 had the highest percentage of positive correct classification, which aligns with the 
confusion matrix of the number of observations reported in Figure 5. The highest percentage 
of incorrect actions was recorded by class 15, with an FNR of 33.3%, which shows a high 
rate of misclassification spread across other classes. Class 7, with a PPV of 97.2%, had the 
most correct positive samples predicted to the right class, while class 15 had the highest per-
centage of wrong prediction with an FDR value of 23.1%, as shown in Figure 7. 

 

Figure 7. Confusion Matrix Showing PPV and FDR with HOGReG 

 

Figure 8. ROC for HOGReG Features 

From Figure 8, the value of AUC for each class is shown, with class 12 having the highest 
AUC of 0.9919, which means the model has a 99.19% probability of distinguishing between 
actions in class 12 and the other classes. The action recognition was also evaluated using the 
individual extracted features of region and HOG. The evaluation is reported in the next sub-
section. 
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4.2. Evaluation with Region Features (ReG) 

A total of 16 individual features were extracted, and an overall accuracy of 63.8% was 
achieved during the 5.6048 sec training time. Class 13 (High wall tire ladder) had the highest 
number of correctly classified actions; 135 true positive instances of actions were correctly 
classified to belong to the true class, followed by class 2 (barbed wire) and class 3 (6/ft wall 
climbing) which had 132 and 131 correct number of observations respectively. This result 
demonstrates how well the classifier understood the distinction between class 13 and the 
other classes. Classes 4 (scrabble Net) and 12 (horizontal and high wall with ladder) have the 
highest misclassification rate, with the misclassified actions spread across other classes of ac-
tions. From the confusion matrix, it is clear that the region descriptor performs better in 
handling high wall tyre ladder, barbed wire and 6/ft wall climbing actions compared to other 
classes due to the similar action movement in these classes. 

Class 13 also recorded the highest percentage of positive correct classes with a TPR 
value of 90%. The highest percentage of incorrect actions was recorded by class 12 with an 
FNR value of 59.7%, which shows a high rate of misclassification spread across other actions. 
Similarly, class 13 had the most correct PPV of 79.94%, while class 9 (Niger Bridge) had the 
highest percentage of wrong prediction with an FDR value of 54.1%, indicating that the pat-
tern and shape of movement while performing this action made it difficult for the classifier 
to identify these activities. Class 11 had the highest AUC value recorded as 09594, which 
indicates a better performance than other classes, while class 4 recorded the lowest AUC of 
0.8068. 

4.3. Evaluation with HOG Features (HOG) 

For experimental results with HOG descriptors, 576 features were extracted. These fea-
tures were fed into the learning algorithm, and classification was done with a neural network. 
A training time of 32.233 seconds was recorded with an overall accuracy of 82.6% achieved 
which is an improvement from the Region Descriptor. Class 14 (Minefield) had the highest 
number of correctly predicted classes (144), followed by class 3 (6/ft wall) with 143 true pos-
itive, class 7 (9/ft wall) and class 13 (high wall) with 142 true positive number of observations 
each.  

The Horizontal & vertical action (class 15) recorded the lowest number of correctly clas-
sified classes (90), with 60 misclassified classes. It showed that this class has a high rate of 
confusion that spreads across other class actions. The overall performance shows HOG had 
an improved recognition rate. Even with the increased training time, the model still performed 
well. 

With a TPR value of 96.0% class 14 had the highest percentage of positive correct clas-
sified action class. Class 15 recorded the highest percentage of incorrect actions with an FNR 
value of 40.0%, with a high rate of misclassification spread across other actions. Class 14 also 
had the highest positive samples predicted to the correct class with a PPV value of 94.7% 
while class 11 had the highest percentage of wrong prediction with a FDR value of 35.5%. 

Class 3 reported the highest AUC of 0.9891, meaning the model has 98.91% probability 
of distinguishing between class 3 and the other classes, while class 15 reported the lowest 
AUC value of 0.8916. 

4.4. Analysis of Results 

Table 2 presents a comparative performance analysis between the proposed technique 
and the other models used. The evaluation results presented from the experiment conducted 
using region descriptor and HOG as individual features and a combination of the two features 
HOGReG, which is the proposed model, showed that the HOGReG features attained the 
overall highest accuracy of 86.4% with a training time with a reduced training time of 31.975 
seconds, this is summarized in Table 2. The reported TPR/FNR, PPV/FDR, and ROC are 
the average computed scores reported in Figures 6 to 8. The proposed HOGReG recorded 
lower training time, AUC, and accuracy scores than HOG because of its more robust feature 
representation of the various actions classified. The experimental findings clearly show that 
the proposed technique recorded better performances except for the TPR, where HOG per-
formed slightly better. 
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Table 2. Comparison of Feature Techniques Results on Action Classification in an Obstacle   
Crossing Competition. 

Features Accuracy (%) TPR/FNR (%) PPV/FDR (%) AUC 
Training 

Time(secs) 

ReG 63.8 63.7/36.2 64.2/35.7 0.9122 5.6048 

HOG 82.6 82.6/21.7 82.7/17.3 0.9542 32.233 

HOGReG 86.4 81.1/13.6 86.4/13.6 0.9682 31.975 

 
Reg feature is more efficient in classifying actions in classes 11 and 13, HOG is more 

efficient in classes 3, 13, and 14, while HOGReG is more efficient in classes 7, 13, and 14. It 
is also observed that among all the classes of activities, the three feature extraction techniques 
found it easier to handle and differentiate actions in class 13 (High wall tire ladder activity). 
This class activity involves actions with speed and multiple actions taking place, i.e., climb 
and jump movements. Generally, class 15 had low performance across the three models due 
to more complexity in the pattern of the activity as it involves the use of crawling movement 
with both legs and hands and jumping.   

The HOGReG features, the proposed model for recognizing human actions in obstacle 
crossing activities, show its ability to give more accurate prediction with an overall accuracy 
of 86.4% compared to the other results obtained from the experiment and also agree with the 
results obtained by Patel [13]. The increase in performance lies in the fusion of the features 
extracted using HOG and region descriptors, and the type of actions performed determines 
how well the model can easily recognize them. 

5. Conclusions 

In conclusion, this paper used a neural network classifier to classify human action in a 
military obstacle-crossing competition into their correct categories by concatenating HOG 
and region descriptor features. With an overall accuracy of 86.4%, the proposed model, 
HOGReG, gave better accuracy with reduced training time compared to results obtained 
from individual HOG and regions, which gave 82.6%. These findings demonstrate the sug-
gested model’s ability to recognize human actions during military training exercises such as 
obstacle-crossing activity. However, a few instances of misclassification could result from 
similar actions performed in these classes. A more robust feature extraction technique can be 
utilized in the future, and a deep learning model can be introduced to improve accuracy fur-
ther. 
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