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Abstract: Customer attrition has become the focus of many businesses today – since the online market 

space has continued to proffer customers, various choices and alternatives to goods, services, and 

products for their monies. Businesses must seek to improve value, meet customers' teething de-

mands/needs, enhance their strategies toward customer retention, and better monetize. The study 

compares the effects of data resampling schemes on predicting customer churn for both Random 

Forest (RF) and XGBoost ensembles. Data resampling schemes used include: (a) default mode, (b) 

random-under-sampling RUS, (c) synthetic minority oversampling technique (SMOTE), and (d) 

SMOTE-edited nearest neighbor (SMOTEEN). Both tree-based ensembles were constructed and 

trained to assess how well they performed with the chi-square feature selection mode. The result shows 

that RF achieved F1 0.9898, Accuracy 0.9973, Precision 0.9457, and Recall 0.9698 for the default, RUS, 

SMOTE, and SMOTEEN resampling, respectively. Xgboost outperformed Random Forest with F1 

0.9945, Accuracy 0.9984, Precision 0.9616, and Recall 0.9890 for the default, RUS, SMOTE, and 

SMOTEEN, respectively. Studies support that the use of SMOTEEN resampling outperforms other 

schemes; while, it attributed XGBoost enhanced performance to hyper-parameter tuning of its deci-

sion trees. Retention strategies of recency-frequency-monetization were used and have been found to 

curb churn and improve monetization policies that will place business managers ahead of the curve of 

churning by customers. 

Keywords: Customer attrition; Churn; Imbalanced dataset; Random Forest; XGBoost; SMOTE; 

Random-Under-Sampling; SMOTEEN. 

 

1. Introduction 

Today, businesses are vehicles for delivering goods and services in exchange for money 
[1]. Business has been defined as the exchange of money for sales of products in order to 
meet the demand needs via supply to a customer-base – who in turn exchange their money 
for the rendered goods, services and/or products [2], [3]. Customer attrition or churn is fast 
becoming a pressing concern in digital businesses. And with the digital revolution for which 
businesses have foregone physical space to its digital frontiers [4] – customers are faced with 
loads and abundance of product/service options to choose from [5], [6]. This in turn, creates 
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a challenging situation for many businesses, as they continually struggle to maintain customer 
loyalty [7]. With the current competitive market landscape, consumers consistently demand 
improved value, quality, and user experience [8]. This has led to the continuous condition of 
change, increasing the need for accurate forecasting and minimizing customer turnover [9]. 

Customer retention and monetization are essential pillars of making a business suc-
cessful. Keeping down a client is far more cost-efficient than gaining a new one, as it lightens 
up the burden of decreasing customer churn rates [10], [11]. Thus, retention is an integral part 
of, and is intrinsically linked to, customer happiness, loyalty, and improved value (from items, 
products, goods, and services delivered). This correlation results in a rise in the customer's 
lifetime value and a boost in revenue [12], [13]. Monetization increases income generation via 
access to the consumer-base. It achieves this by uncovering hidden potential in both 
(un)explored client-base [14] – while mitigating possible customer churn.  

Such mitigation is made more feasible via data mining [15] to yield evidence/recipe for 
informed policies cum retention strategies for customers, predicting the attrition rate via a 
classification model [16]. These models have the potential to fundamentally change how 
businesses manage customer churn as customer behavioral analysis. Today, customer be-
havior analysis has become critical as it refocuses businesses on what is important [17], helps 
them to understand consumer needs better [18] while focusing on improved customer service 
delivery, and, in turn, increases customer retention with improved monetization for business 
[19]. Such knowledge thus empowers businesses to predict customer purchasing behavior 
better. Machine learning schemes are classified [20] as supervised and unsupervised, which 
could be used in telling future consumer behavior [21]. 

The advent of machine learning (ML) has birthed a fundamental change in how firms 
tackle churn prediction [22]. ML has successfully proven it can identify patterns from large 
datasets, provide accurate predictions, and proffer reliable, optimal solutions to reduce cus-
tomer churn [23], [24]. Its innate ability helps it analyze vast amounts of data [25] and effec-
tively comprehend intricate patterns that may go unnoticed [26]. Its exploits observed his-
torical datasets to yield an algorithm that can accurately forecast future possibilities of cus-
tomer turnover [27], [28]. ML models are successfully trained to effectively recognize cus-
tomer attrition patterns – as they both learn to classify features and quickly detect unusual 
activities in business patterns indicative of anomalous profiles. 

Various studies have proffered the choice of ensembles as constantly outperforming 
many of its single heuristic scheme counterparts [29]–[31]. On the other hand, ensembles 
have been known to explore bagging [32]–[34] and boosting techniques [35]–[37] as means 
for its aggregation vehicle for predicting either in the classification or regression task. The 
Random Forest ensemble has proven to be a formidable tree-based heuristic that seeks to 
eradicate bias and variance in its prediction performance using the bagging mode [38]–[40]. 
Conversely, the XGBoost ensemble has also proven to be a formidable tree-based heuristics 
that seeks to eradicate bias, skewness, and variance in its prediction performance using the 
boosting mode.  

It is also worthy of note that our choice of both Random Forest and XGBoost is that (a) 
studies have shown that tree-based ensembles have proven to be successfully employed in the 
prediction of customer churn [41], (b) the adoption of tree-based ensemble(s) especially the 
use of Random Forest and XGBoost have consequently, yielded great performance with 
carefully orchestrated feature selection and data resampling schemes, and (c) tree-based al-
gorithms either use decision tree as single classifier, bagging approach for Random Forest, 
and boosting approach for gradient boosting for XGBoost. Thus, we wish to ascertain the 
impact of data resampling effects using the bagging and boosting approach(es). Thus, our 
choice is predicated on the Random Forest being a tree-based ensemble with a bagging ap-
proach, while the XGBoost is a tree-based ensemble that explores the boosting approach. 

1.1. Predicting Customer Churn: A Machine Learning Overview 

With consistent growth both in monetization and customer-base in subscription-based 
services [42] vis-à-vis digital revolution, businesses have moved from the physical to elec-
tronic frontiers [35], [43], [44], which is now provisioning them with a novel approach to 
perform their tasks and operations. This has birthed the growing trend for digitalizing services 
that has necessitated more convenient data collection, processing, and storage [45]. Digital 
markets today offer a wide range of services, resulting in more rivalry and competitive chal-
lenges for customer retention [46]–[48]. With many service-based options available, sub-
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scription-based businesses must adjust their approach by emphasizing customer relations 
management and customer behavioral analysis. [21] asserts it has become critical in achieving 
success for businesses, especially in subscription-based coy – that must be poised to minimize 
churn. The churn rate is the number of customers discontinuing their service with the sup-
plier within a certain timeframe [49]. As a service provider, the probability of selling to an 
existing client is higher than acquiring a new customer. 

Study [50] proposed a novel feature-based deep learning architecture to predict churn 
rate, exploring a homogeneous behavior analysis to profile user behavioral data. It employed a 
cardholder’s identification to authenticate associated transactions and check against the da-
tabase. Another study [51] extended by [52] investigated the churn rate for spatio-temporal 
data for real-time transactions, noting that not using specific details cannot yield the required 
client satisfaction. Thus, an increase in customer attrition is inevitable. [53] investigated churn 
rate using a theory of acceptance model to identify customer trust, preference, and purchasing 
pattern as features to address. This helped to reduce the dimensionality of features and pa-
rameters vis-à-vis accelerated the training phase to enhance prediction accuracy. [54] used the 
recursive feature elimination, information gain, and chi-squared concurrently with the Ran-
dom Forest model for transactions, achieving a prediction accuracy of 99.2%. 

Research [55] sought to address the challenges in churn rate and its impact on consumer 
purchasing patterns and behavior, examine detection procedures, and analyze the many mo-
tivations for consumer attrition. Businesses must explore prediction models with adaptive, 
flexible retention strategies – in their bid to reduce customer churn for all types of both offline 
and online transactions. It is also known that many of these machine learning schemes and 
approaches have inherent drawbacks, especially with feature selection techniques and pre-
diction accuracy for domain tasks. Table 1 summarizes the resulting contributions made so far 
from studies that adopted the same dataset used for this study. 

Table 1. Related Literatures Contributions. 

References Study Objective Accuracy 

Ullah et al. [56] SVM, RF and ANN 91.83% 

Almohaimeed [57] Deep Learning 91.6% 

Zhao et al. [58] Long Term Short Memory (LSTM) 91.58% 

Masarifoglu and Buyuklu [59] Survival analysis with KNN, LR, VM and RF 82.60% 

Lalwani et al. [60] LR, LSTM, XGBoost 89.23% 
 

The inherent gaps in previous studies include thus [14], [24], [61]–[63]. 
1. Targeted-User Behaviour: Studies have always focused on analyzing customer churn in 

discussing result findings as most of them only proffered/explored single method(s) – 
without considering retention strategies. This study circumvent this norm via the fusion 
and incorporation of all three (3) recency-frequency-monetary (RFM) scheme that seeks 
to categorize consumers based on their purchasing behavior/pattern while also ac-
counting for external shocks that can influence the target consumer behavior. 

2. Imbalanced Datasets: Finding the right-format dataset – is crucial to the machine 
learning task. Access to high-quality datasets is needed in training and performance 
evaluation [64] as limited data often yield significant false positives [65]. A critical hurdle 
is the challenge of imbalanced datasets with cases of customer churn. Future studies 
must explore intricate sampling techniques or harness the robust power of ensemble 
methods tailored explicitly to mitigate the challenges with imbalanced datasets [66]–[68]. 

3. Cross-Channel Detection: With the increased use of multi-channels for transactions 
[69]–[71], newer models must integrate various channel data to enhance the overall 
accuracy. Cross-channel payment has now become critical for businesses [72]–[74] as 
traditional schemes are limited in adapting to novel tactics. 

1.2. Retention Strategies with Monetization 

Monetization is a multifaceted scheme or approach that aims not only to increase the 
income generation via an existing consumer base But also to uncover hidden relations and 
potentials within the same customer-base [75], [76]. It is worthy of note that implementing a 
successful monetization strategy can often yield an increased income generation and profit-
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ability to a business, and this, is crucial for ensuring the long-term viability of an enterprise's 
cum business [77]–[79].  

Combining the mitigation of customer attrition with a strong revenue generation plan 
can result in a powerful formulae and a recipe for success for an organization [80]. Predicting 
future consumer behavior and patterns is critical, imperative, and fundamental in today’s 
businesses, especially on the digital frontiers with constant changes in the digital space known 
as the digital revolution. Thus, managers are now integrating decision support schemes such 
as recommender systems, fraud detection, inventory systems, etc., to improve customer re-
tention and shore up monetization in their wake. 

To achieve this in many studies – we explore the adoption of feature engineering using 
the Recency-Frequency-Monetary (RFM) scheme explained thus: (a) recency specifies how 
recently a customer has made a purchase (cum subscription) for goods and services rendered 
by the business, (b) frequency specifies how often concerning the number of time within a 
specified period has the customer made purchases, and (c) monetary specifies the amount in 
value along the lines of revenue generation has the business made from the purported cus-
tomer (i.e., how much the customer spends any time s(he) makes a purchase) [81]. 

1.3. Imbalanced Dataset with Data Resampling Techniques 

A critical feature in ML has always been adopting and adapting the right dataset in the 
right format. Many ML applications have successfully been applied in various domains – and 
in many cases, with incorrect or inappropriate datasets. These ML schemes are required to be: 
(a) flexible in that they can effectively encode the chosen dataset irrespective of its format, (b) 
robust, in which case the codes/scheme can be re-used in a variety of related, and (c) 
adaptable – yield optimal solution without degraded performance irrespective of noise, am-
biguities, partial truth and other feats as contained therein the dataset used. Thus, applying 
learning from an unbalanced dataset will result in imbalanced learning. Frequently, many of 
such studies aimed at balanced results, is often a byproduct of balanced learning via a balanced 
dataset [82], [83]. 

An unbalanced dataset occurs when one sample class overwhelmingly dominates the 
dataset, resulting in a significant imbalanced class distributed representation. Studies have 
often posited that a balanced dataset enhances a classifiers’s overall performance evaluation. 
Various data resampling schemes are often explored/adopted as paradigms to help address 
the challenges of imbalanced datasets in ML schemes. These include (a) over-sampling mode 
[84] and (b) under-sampling mode [85], [86] – as they are both poised to help resolve the 
inherently unbalanced nature as well as modify the class distribution within the dataset [87]. 

Over-sampling technique increases its sampled data-points of a task’s minority class(es) 
distribution until all class(es) distributions are almost equivalent. The oversampling technique 
can be achieved via a variety of methods, namely [88]: (a) random oversampling that explores 
the use of random technique to duplicate instances of the data-points of the minority class 
using the nearest neighbor value from the minority class, (b) the synthetic minority over-
sampling technique (SMOTE) – rather than arbitrarily duplicating example data-points, it 
artificially generates instances of under-represented class, and (c) borderline SMOTE changes 
the resultant dataset making it differ from the original dataset [89]. The SMOTE scheme is 
performed thus: (a) it first takes the difference between a sample and its nearest neighbor, (b) 
multiplies this difference with a random number between 0 and 1, and (c) adds this difference 
to the sample to generate a new synthetic instance in feature space [85]. 

Conversely, under-sampling – just like the over-sampling technique seeks to reduce the 
majority class so that all class distributions become roughly equal. It yields a variety of 
methods, such as random under-sampling, which randomly eliminates instances of the dataset 
from a majority class [90]. An example is SMOTE-Edited Nearest Neighbor (SMOTEENN), 
which seeks to combine both characteristics of over- and under-sampling. It uses the closest 
neighbor approach to identify and link data points, then performs data cleaning by addressing 
its issues of oversampling [91]–[93]. 

1.4. Study Motivation 

The study aims to construct a tree-based churn prediction ensemble (using Random 
Forest XGBoost) and compare their results for B2B subscription-based services using data 
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resampling and chi-square feature selection mode – to compare their predictive analytics. It 
will also seek to infer proactive customer retention strategies as follows: 
1. Ensemble construction will yield a sophisticated decision support customer attrition 

prediction model designed for the unique dynamics of B2B subscription-based services. 
It involves adopting a machine learning scheme that effectively captures the factors in-
fluencing churn within this context. 

2. Comparative analysis will yield the evaluation of diverse machine learning approaches 
within the constructed prediction model, aimed at comparing the performance, accuracy, 
and robustness of various algorithms to identify the most suitable ones for predicting 
churn in B2B subscription-based services. 

3. Data Resampling will investigate the effects of dataset balancing techniques on the 
predictive power and reliability of the ensemble by analyzing its implications on the 
model's ability to predict churn accurately. Thus, understanding its significance in en-
hancing model's performance within the business context. 

4. Inferred Retention Strategies and Monetization: Use churn prediction models to 
analyze customer behaviors, extracting insights for developing proactive retention 
strategies. Leverage predictive analytics to guide tailored initiatives for customer loyalty 
and retention. 

 
Thus, we construct and train two ensembles: (a) Random Forest and (b) XGBoost – 

machine learning approaches with data resampling technique using the chi-square feature 
selection technique with a dataset retrieved from Kaggle. Thus, we aim at comparative pre-
dictive analytics and ascertain which ensemble best fits the data resampling technique for 
future studies. Our choice for the proposed models arises from their capability for improved 
generalization, great reduction to model overfit, ability to address imbalance datasets with 
feature selection, and their assurances to yield a vigorous prediction performance accuracy 
[94]. 

2. Material and Method 

2.1. Data Gathering 

The dataset was obtained from [web]: da-
tasets/gauravtopre/bank-customer-churn-dataset. The dataset contains a churn dataset by 
ABC Multistate bank from July-August 2022 with input of 96,129 records [34] structured thus 
as 94,487 non-churners and 1,642 churners. We classify all customers using a sentiment-based 
class grouping as in Table 2 thus [95]: 
1. Potential loyalists are customers who have made purchases of a good amount and have 

bought more than once in their frequency,  
2. Cannot-loose have made recent biggest purchases – even when they have not done so in 

a while or for a long time 
3. Loyal customers: spend good money and are responsive to promotions and discounts,  
4. Champions have recently made purchases as they buy very often and spend the most 
5. Hibernating customers are low-budget spenders who placed a few orders for purchase,  
6. Promising customers are recent shoppers who often do not spend much  
7. Need-attention customer who make purchases that are above average in their recency of 

purchase, their purchase frequency, and their monetary value spending,  
8. New customers have brought more recently – though they do not purchase quite often,  
9. At-risk-customers – those who spend huge amounts and purchase more often but have 

not made purchases recently,  
10. About-to-churn customers make purchases but are usually not so recent, not to fre-

quent, and are not huge spenders in terms of monetary value. 

Table 2. Dataset Description for Cross-Channel Data Acquisition. 

Features Data-Type Format Description 

Customer_id Object abcd Account Holder’s Name 

Credit_score Object abcd Bank of Account Holder 

Billing Address Object abcd Account holder's local bank address of withdrawal 

Country Float 12:34 Number of transactions as in the bank’s currency 
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Features Data-Type Format Description 

gender Int 1234 Daily transactions performed by cardholder 

Age Float 12.34 Average amount exchanged at specific transaction 

Tenure Float 12.34 Daily amount limit a cardholder can perform 

Balance  Float M:D:Y Duration from the last-to-the-current transaction 

Products_number Boolean 0/1 Specifies if a transaction is declined or not 

Credit_card Int 1234 Total transactions declined each day 

Active_member Object Abcd Local, International, and/or e-Commerce as type 

Estimated_salary Object Abcd Channel (payment terminal, merchant application) 

Churn Boolean 0/1  Set as 1 if transaction is True; Else set as 0 if False 

 

2.2 Data Pre-Processing 

Some reasons for choosing both RF and XGBoost include: (a) their outcome learning 
leverages on the decision of many weak, base-learners fused into a stronger classifier, (b) they 
can both handle complex, continuous and categorical dataset, (c) they yield decreased risk in 
poor generalization and model overfit, (d) they efficiently understand and reflect within their 
heuristics, the relative contribution of feature selection to prediction performance (be it 
classification or regression tasks), and (e) they are quite resilient to noise in their quest for 
ground-truth in real-world applications even with (un)structured dataset. As thus, we perform 
data resampling as our first phase with ensemble training as thus: 

Step 1 – Data Resampling: Resampling is clearly expressed in Section 1.3 – noting the 
differences between over-, under- and randomized sampling. Afterwards, the dataset to be 
used for both RF and XGBoost heuristics are split into train and test sets (once balanced) to 
help the heuristics easily identify underlying feature patterns. However, our test-set consisted 
of hypothetical cases, functioned as a specific assessment subset, enabling a thorough ex-
amination of the heuristic’s capability to identify churn-class. Some inherent benefits of 
resampling include the following: (a) it prevents dataset bias and skewness with imbalanced 
datasets that will normally distort prediction performance and accuracy, (b) it enhances 
generalization through balanced datasets so the ensemble can adequately learn features and 
patterns from all classes even with majority or minority voting with the balanced dataset and 
to detect anomalies at test-phase, and (c) the characteristics linked to the majority class often 
have a greater significance than other features in an unbalanced dataset – so that by balancing 
the dataset, the model is better able to understand the significance of each feature for every 
class, producing more insightful results. The 3-major methods/mode of data resampling 
approach(es) cum technique(s) are as explained below: 
1. Under-Sampling: This technique seeks to reduce the majority class so that class distri-

butions become roughly equal. Our random-under-sampling (RUS) scheme randomly 
eliminates cum removes instances or cases of dataset from the majority class [96] as in 
Figure 1. It achieves this feat by exploring its closest neighbor approach to identify and 
link data-points from the original dataset. Then, it performs data cleaning, which ad-
dresses the dataset’s oversampling issues in the majority class distribution [41]. 

 

  

Figure 1. Dataset distribution (a)prior to applying RUS; (b)after applying RUS 

2. Oversampling: The synthetic over-sample technique (SMOTE) revise(s) an imbalanced 
dataset onto a balanced class distribution thus: (a) identifying interest-class (minority), 
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(b) selecting instances, adjusting the number of its closest neighbors, (c) then interpolates 
data point ranges between the interest (minority) class instances, and its neighbors to 
create synthetic additional points, and (d) add the synthetic instances to original dataset 
to yield an oversampled, balanced dataset of both classes [91], [97] as in Figure 2. 
 

  

Figure 2. Dataset distribution (a) without SMOTE; (b)after applying SMOTE 

3. The Hybrid SMOTE-Edited nearest neighbor (SMOTEEN) combine both features of 
the over-and-under-sampling techniques. It explores the closest neighbor approach to 
identify and link data points and then performs data cleaning by addressing oversampling 
issues [91]. SMOTEENN is a resampling strategy that creates artificial instances of a 
minority class (i.e., churn) to resolve class imbalance utilizing the closest neighbor ap-
proach to identify and link data points and then perform data cleaning by addressing the 
issue with data sampling [41]. It uses an oversampling mode to generate data points with 
ranges to its closest neighbor that ultimately balances both class distribution and/or 
representation, as in Figure 3. 
 

  

Figure 3. Dataset distribution (a) before the SMOTEEN; (b)after applying the SMOTEEN 

Step 2 – Feature Selection seeks to remove irrelevant features with no relation to the 
target class (i.e., churn) using a dimensionality reduction technique within the chosen dataset 
[98], [99]. While this improves a model’s performance [100]–[102] – it allows for a concise 
dataset to fasten model construction and training. It is especially a critical feat for cases where 
cost is a critical factor [103], [104]. The efficiency of the feature selection technique is evalu-
ated on how well the model fits [105]–[107] in its quest for ground truth (adoption of relevant 
feats concerning its nearness to the target class) [108]–[110] – which in some cases, may not 
always be available during training [111]–[114] to often result in poor generalization and 
model overfit/overtraining [115], [116]. We adopt a chi-square scheme to determine how 
relevant a feature supports our target – and test if the occurrence of a selected feature via 
frequency distribution relates to a target (churn) class [117]–[119]. We set a 0 if no correlation 
exists and a 1 if it correlates. All features are ranked by chi-squared using the threshold value 
as in Equation (1). 

𝑋 =  
∑ 𝑥𝑖

𝑛
  (1) 

With the threshold value computed as 9.8991, 10 features were extracted from the original 
dataset. The chi-square values were computed for each attribute in correlation to the ground 
truth or target class 1 (i.e., churn), as in Table 3. The selected features were examined to help 
us gain insights into the contribution of different features to the classification process. 
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Table 3. Ranking of Attributes score using the Chi-Square. 

Features Data-Type Selected (Yes/No) 𝑿𝟐 Value 

Customer_id Object No 3.3561 

Credit_score Object Yes 13.364 

Billing Address Object No 0.0419 

Country Float Yes 19.156 

gender Int Yes 16.929 

Age Float Yes 20.167 

Tenure Float Yes 38.389 

Balance  Float Yes 41.902 

Products_number Boolean Yes 25.287 

Credit_card Int Yes 18.222 

Active_member Object No 0.2589 

Estimated_salary Object Yes 18.106 

Churn Boolean Yes 23.092 

2.3. The Experimental Machine Learning Classifiers 

The experimental ensemble adopted is explained in sections 2.3.1 and 2.3.2, respectively. 

2.3.1. The Random Forest (RF) Classifier 

RF is a widely-used supervised model, constructed from various decision trees. Its ac-
curacy is achieved using majority voting, which combines the decisions of its weak tree into a 
single outcome [120]. Its flexibility has necessitated adopting a voting scheme that assumes all 
its base learners have the same weight. It uses randomized bootstrap sampling to ensure that 
some trees will yield higher weights during iteration, though all trees have the same ability to 
make decisions. This helps it effectively handle complex continuous and categorical datasets, 
avoid overfit, and mitigate poor generalization [121], [122]. Steps for the adoption and 
adaption of the RF-ensemble is detailed thus in [54], [97], [123]. Afterward, we adopt the data 
resampling and feature selection technique for faster model construction and training. Data 
resampling often creates artificial instances of a minority class or cleans out unwanted data 
points to resolve class distribution data imbalance.  

2.3.2. The Extreme Boosting (XGBoost) Classifier 

The XGBoost is a decision tree ensemble that leverages a scalable Gradient Boost model 
[124] to classify data points. As a strong classifier, it explores a boosting scheme to combine 
weak learners over a series of iterations on data points to yield an optimal fit solution [125]. It 
expands its objective function by minimizing its loss function, as in Equation (2), to yield an 
improved ensemble variant to manage its trees’ complexity [126]. Its optimal fit leverages the 
predictive processing power of its weak base learners, accounting for their weak performance 
that contributes knowledge about a task to its outcome [127]. With each candidate's data 

(𝑥𝑖 , 𝑦𝑖) trained, we expand the objective function via loss function 𝑙(𝑌𝑖
𝑡 , 𝑌̂𝑖

𝑡) and its regu-

larization term (Ω𝑓𝑡) – which ensures ensemble does not overfit and is devoid of poor gen-
eralization. This feat ensures training dataset fits with a re-calibrated solution that remains 
within the set bounds of the solution. This regularization term ensures our tree complexity, 
appropriately fits and tunes the loss function for higher accuracy [128]. 

𝐿𝑡 = ∑ 𝑙

𝑛

𝑖 = 1

(𝑌𝑖
𝑡 ,  𝑌̂𝑖

𝑡−1 +  𝑓𝑘(𝑥𝑖) ) +  Ω(𝑓𝑡)  (2) 

2.4. Training Phase for Experimental Ensemble 

Each ensemble learns from scratch using the designated data resampling techniques with 
chi-square feature selection as applied above. It has been observed that the designated training 
set has all been reduced (via RUS) and expanded (via SMOTE and SMOTEEN) techniques to 
include both the original and artificially created data points except for RUS (where all data 
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point are original). We used iterative tree construction to create and adjust the decision trees 
for XGBoost and RF. Each tree for both ensembles is trained using a randomized bootstrap 
sample with a resampled subset to enhance training performance.  

The trees' collective knowledge is also enhanced by this iterative process, and helps to 
identify the intricate patterns present in each customer transaction leading up to churn (or 
not). Thus, our training dataset is often a blend of synthetic and actual examples that guar-
antees both XGBoost and RF – a comprehensive learning experience that will, in turn, yield 
improved flexibility to a variety of settings for both ensembles within the used train/test 
dataset as well as in their inherent folds/partitions. 

Our XGBoost tree is adjusted via the loss and regularization function(s) during training. 
As in Table 4, we tune the XGBoost tree hyper-parameters using the trial-n-error approach 
for its learning_rate, max_depth, and n_estimators to yield optimal fit [32]. This improves 
performance generalization with our best-fit results achieved at/with a learning_rate of 0.251, 
max_depth of 5, and n_estimators of 250, respectively. 

Table 4. Ranking of Attributes score using the Chi-Square. 

Hyper-parameters Definition Trial-n-error Best Value 

Max-Depths Max. number of trees depth [1, 2, 4, 5, 6, 8, 10] 5 

Learning Rate Step-size for learning  [0.05, 0.1, 0.2, 0.3, 0.5, 0.75] 0.25 

N_Estimators Number of trees in ensemble [50, 100, 150, 200, 250, 300, 350, 
400, 450, 500] 

250 

3. Results and Discussion 

3.1. Ensemble Performance 

Tables 5 and 6 yields the overall performance with compared data resampling techniques 
(i.e., Default, RUS, SMOTE, SMOTEEN) adopted for the XGBoost and Random Forest 
ensembles, respectively. This evidence agrees with [129], [130] on the outlier effects as created 
with the introduction of the data resampling techniques used and adopted therein [42], [131]–
[133]. A confusion matrix includes information about the observed versus predicted classi-
fications to ascertain how well a classifier performs. True Positives (TP) and True Negatives 
(TN) represent the correctly classified instances within the test dataset;, whereas the False 
Negatives (FN) and False Positives (FP) represent all incorrectly classified instances within 
the test dataset. The performance metrics using the confusion matrix include [8]: 
1. Accuracy measures a classifier's overall effectiveness–showing the heuristics' total rate 

of all correctly classified instances. [41] Accuracy is often a misleading metric, especially 
with imbalanced datasets, as it does not yield adequate insight into how well the heuristic 
performed on specific class detection. This is as in Equation (3). 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
  (3) 

2. Precision measures the proportion of correctly predicted positive instances – noting 
how often the model correctly predicts a target class (i.e., churners) even with incor-
rectly classified data points and labels present. This is computed as in Equation (4). 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
      (4) 

3. Recall measure measures how well a model will detect the absence of incorrect data 
points when they are not present in the dataset. Thus, it measures the effectiveness of a 
model to detect examples of positive data points (i.e. instances of a specified class, 
churners). This can be expressed as in Equation (5)[132]. 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
      (5) 

4. The F1-score evaluates the overall performance of a classifier by accounting for both 
its precision and recall – to measure the harmonic mean of both the classifier’s preci-
sion and recall. The better a model’s F1-score as it tends towards 1, as in Equation (6) 
[134]. 
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𝐹1 − score =
2 × Precision × Recall

Precision + Recall
    (6) 

Table 5. Performance Evaluation of feature selection after data resampling applied. 

Data Resampling 
Techniques 

Random Forest XGBoost 

F1 Accuracy Precision Recall F1 Accuracy Precision Recall 

Default 0.9759 0.9718 0.8362 0.9282 0.9805 0.9815 0.9805 0.9745 

RUS 0.9819 0.9947 0.9264 0.9557 0.9881 0,9968 0.9318 0.9848 

SMOTE 0.9868 0.9970 0.9357 0.9645 0.9925 0.9981 0.9541 0.9881 

SMOTEEN 0.9898 0.9973 0.9457 0.9698 0.9945 0.9984 0.9616 0.9890 

 
With the application of the data resampling approach(es) and the default row shows the 

results obtained for both RF and XGBoost (i.e. achieving the accuracy, F1, precision and 
recall values) – Table 5 shows that RF yields F1 (i.e. default, RUS, SMOTE and SMOTEEN) 
of 0.9759, 0.9819, 0.9869 and 0.9898 respectively; while XGboost yields a comparative 
F1-score (i.e. default, RUS, SMOTE and SMOTEEN) of 0.9805, 0.9881, 0.9925, and 0.9945 
respectively. In addition, the RF ensemble yields an Accuracy of 0.9718, 0.9947, 0.9970 and 
0.9973 respectively; while, the XGBoost ensemble yields accuracy of 0.9815, 0.9968, 0.9981 
and 0.9984 respectively [135]. Table 5 also shows impact of both data resampling schemes and 
the adapted feature selection scheme as previous studies have proven that an imbalanced 
dataset often degrades an ensemble’s performance, and results in poor generalization and 
non-optimal solution [136]. 

Also, the Precision and Recall values for both the XGBoost and RF ensemble(s) for the 
various data resampling techniques is as in Table 5. Study disagrees with [41] that the SMOTE 
technique outperforms others. Our results obtained conversely, shows that the SMOTEEN 
approach outperforms both SMOTE, default and RUS approach(es) as agreed with [32]; And 
iit also supports [97], [110] that the XGBoost ensemble slightly outperforms the RF ensemble 
in all cases of F1-score, accuracy, precision, and recall as seen in Table 5. This performance 
has been attributed to its use of hyper-parameter tuning for its adapted XGBoost decision 
tree (a decision tree-based boosting approach). And although, [41] did not use both Recall and 
Precision value(s) in their findings – both studies agree that that SMOTEEN data resampling 
technique also outperforms other data resampling techniques as adopted. 

3.2. Discussion of Findings 

The study yields insight into which data resampling technique has more significant in-
fluence on the quest for ground-truth truth and, thus, impacts overall performance by iden-
tifying important features that influence model prediction [81], [137]. Seeing that SMOTEEN 
performance was best, it supports the effectiveness and efficiency in differentiating between 
genuine (true) positive, true negative, genuine (false) positive, and false negative. Figure 4 and 
Figure 5 are confusion matrix with overall performance for both the RF and XGBoost [138] – 
in their capability to classify the test instances correctly. 

 

 

Figure 4. RF Confusion matrix using SMOTEEN 
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Figure 4 shows that the RF ensemble can correctly classify its test instances with over 

99.73% accuracy, with only 18 incorrect classifications and 9,628 correctly classified test in-
stances, and agrees with [139]–[141]. The ensemble’s best performance is with SMOTEEN 
data resampling method combined with chi-square feature selection as adapted [119]. Over-
all, the Random Forest ensemble yields an F1 of 0.9898, an accuracy of 0.9973, a precision 
of 0.9457, and a recall of 0.9698, respectively. 

Figure 5 shows the XGBoost ensemble can correctly classify the test instances with over 
99.84% accuracy with only 14 incorrect classifications with 9,632 correctly classified test in-
stances, which agrees with [118], [142], [143]. The XGBoost ensemble performed best via the 
SMOTEEN sampling method in combination with the chi-square feature selection as 
adapted [30], [54]. The ensemble yields the F1 of 0.9945, Accuracy of 0.9984, Precision of 
0.9616, and a Recall of 0.9890, respectively. 

 

 

Figure 5. XGBoost Confusion matrix using SMOTEEN 

 
By focusing on these critical and crucial features, any of these benchmark ensembles can 

be successfully adapted to detected customer attrition (i.e. customer churn). Thus, with re-
tention strategies, false-positive errors can be minimized more accurately. This will equip cum 
empower banks adequately to secure all assets; while providing a great customer experience. 

4. Conclusions 

Our result(s) is consistent with both the boosting mode for tree-based XGBoost and 
the bagging mode for the tree-based Random Forest [134] – and agrees that ensembles will 
always outperform single learner(s) [30]. In its simplest form, the bagging aggregation ap-
proach explores majority voting from several independent decision trees to aid its predic-
tion. However, studies have argued that collective decision in classifiers is often better than 
an individualistic decision from learners. Thus, the boosting approach learns from the mis-
takes of its learners so that each successor tree is sequentially based and/or linked to ac-
count for its predecessor’s error. We argue that when making a decision, it is better to do it 
based on experiences from previous mistakes rather than deciding for the first time. 
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