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Abstract: Artificial Intelligence (AI) has been applied to many human endeavors, and epidemiology is 

no exception. The AI community has recently seen a renewed interest in applying AI methods and 

approaches to epidemiological problems. However, a number of challenges are impeding the growth 

of the field. This work reviews the uses and applications of AI in epidemiology from 1994 to 2023. 

The following themes were uncovered: epidemic outbreak tracking and surveillance, Geo-location and 

visualization of epidemics data, Tele-Health, vaccine resistance and hesitancy sentiment analysis, diag-

nosis, predicting and monitoring recovery and mortality, and decision support systems. Disease detec-

tion received the most interest during the time under review. Furthermore, the following AI approaches 

were found to be used in epidemiology: prediction, geographic information systems (GIS), knowledge 

representation, analytics, sentiment analysis, contagion analysis, warning systems, and classification. 

Finally, the work makes the following findings: the absence of benchmark datasets for epidemiological 

purposes, the need to develop ethical guidelines to regulate the development of AI for epidemiology 

as this is a major issue impeding it’s growth, a concerted and continuous collaboration between AI and 

Epidemiology experts to grow the field, the need to develop explainable and privacy retaining AI meth-

ods for more secured and human understandable AI solutions.  
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1. Introduction 

Epidemiology is the study and analysis of the prevalence, patterns, and causes of disease 
conditions within a specific population, while artificial intelligence (AI) is an area of science 
and technology interested in the design, implementation, and use of intelligent computers to 
carry out tasks that would normally require human intelligence[1]. As a significant technical 
development, AI has allowed people to work with computers in a diverse range of industries 
that previously required higher mental and intellectual capacities [2], [3]. AI uses relevant 
information sources like websites, media posts, mobile phone network data, global position-
ing system data, big data, and the like to infer seemingly unapparent trends that the human 
eye may not notice, achieving superior performance for specific tasks [4]. In order to support 
policy and decision-making, AI, at its most basic level, performs a significant level of com-
parative analysis using digital data, allowing public health and epidemiological incidence in-
formation to be used to infer prevalence, trends, and nature of occurrences to help mitigate 
escalation of incidences [5], [6]. Recently, there has been some stagnation in the area of AI 
application in Epidemiology due to some challenges. Thus, this study presents a review to 
unravel the challenges and forecast the future in tracking, monitoring, predicting, and ame-
liorating occurrences of epidemiological incidences from local to country to regional and 
global levels. To the best of our knowledge, there is no review on the subject matter that 
covers the time span under our review. The remaining parts of the paper are structured as 
follows: after presenting the research methodology that outlines the paper selection process 
for the review, an overview of the current use of AI in epidemiology is given, followed by 
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lessons learned from these applications, then expected future trends based on empirical evi-
dence is presented, subsequently, conclusions drawn from the review is rendered. Finally, a 
summary of the issues highlighted is presented, and concluding remarks are made. 

2. Methodology  

The terms "artificial intelligence," "machine learning," "deep learning," "epidemiology," 
"infodemiology," "infoveillance," and "infectious diseases" were used on Google Scholar 
search to find research publications published between 1994 and 2023 in order to collect 
literature for this review. Out of the 16,123 publications returned, a total of 11,212 were re-
moved from the initial result for not applying AI or machine approaches or not related to 
epidemiology. Of the 4,911 remaining results, a total of 4,313 were further eliminated after 
abstract review for not using AI approaches or not being concerned with epidemiological 
problems. The results were filtered by reviewing their titles for relevance in AI applications 
for epidemiology. Consequently, only 143 met the inclusion criteria for the review. The fol-
lowing themes were found for AI use in Epidemiology: Tracking Outbreak and Epidemic 
Analysis, Infodemiology and Infoveillance, Geo-location data and visualization: GIS, Tele-
Health Network, Vaccine Resistance and Hesitancy Sentiment Analysis, Quick diagnosis, 
Treatment Plans Analysis and Comparison, Predicting and Monitoring Recovery and Mortal-
ity, Decision Support System in Healthcare, and Knowledge Representation. While these pur-
poses were found for AI use in epidemiology: Prediction, GIS, Trends, Modelling, Decision 
Support System, Knowledge Representation, Diagnosis, Analytics, Review, Tele-Health, De-
tection, Ethics, Sentiment Analysis, Contagion Analysis, Warning System, and Classification. 
The following Data Sources were found to be used in the publications: Web Access Logs, 
Web Search, Social Media Feeds, Online Benchmark Dataset, Research Repository, Online 
Data Repository, Mobile Phone Network Data, Wearable Devices, and Primary Data. The 
studies used the following algorithms: correlation analyses, regression analyses, machine 
learning, artificial neural networks, statistical learning, natural language processing, decision 
trees, random forests, gradient boosting trees, logistic regression, support vector machines, 
discriminant analysis, declarative programming, K-Nearest neighbor and descriptive analyses. 

3. Surveillance, Outbreak Tracking and Epidemic Analysis  

In 1854, John Snow used cartographic maps of London to show how cholera outbreaks, 
prevalence, and deaths were closely related to contaminated water sources in the Soho area 
of the city. This helped raise public awareness and called on public policymakers to recognize 
the significance of urban water systems sanitation, and it inspired action to prevent future 
outbreaks. This is thought to be the earliest use of computational methods in epidemiology 
and effectively demonstrated the role that computing might play in epidemiological research. 
Consequently, computational methods, especially AI approaches, have witnessed an incre-
mental use in epidemiology over time. This study presents some of these uses from 1994 to 
2023. This is not intended as an exhaustive mention but an indication of empirical evidence 
of AI usage in these areas.  

3.1. Early Warning System  

3.1.1. HIV/AIDS Pandemic from 1994 

Using geographic information systems (GIS) and HIV/AIDS prevalence data, [7] pre-
dicted high-risk populations, hot-bed locations, and an individual's infection status in relation 
to their socio-temporal data and living location. Furthermore, using predictive models, [8] 
examined the high-risk populations and medical needs related to HIV/AIDS in the US and 
Canada, respectively. Studies [8], [9] discovered that low service levels and an uneven distri-
bution of medical resources were prevalent in the study areas and that less proportionately 
represented populations in both countries had trouble accessing services related to 
HIV/AIDS. 

3.1.2. Malaria Pandemic from 1994 

A malaria computer detection system dating back to 1992 was developed in Israel. In 
minor outbreaks, it can automatically assess the sickness's etiology and determine the trans-
mission risk [10]. This system used intelligent algorithms to anticipate the occurrences of 
malaria. The study also employed predictive algorithms to conclude that malaria epidemics 
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were more likely to develop in places with a relative humidity of 60% and above [11], which 
was quite near to the realized rates.  

3.1.3. Cholera Pandemic from 1994 

Using a matched case method and GIS data, [12] analyzed the mode of transmission, 
distribution of cases, and risk factors underlining cholera epidemics in Lusaka. The findings 
revealed a significant correlation between the high incidence of cholera and the absence of a 
latrine and drainage system surrounding houses. They suggested that hand washing with soap 
and chlorinating drinking water could help prevent the epidemic [12]. 

3.1.4. The Influenza a H1N1 Pandemic of 2009 

In order to determine actual disease prevalence and track the rapidly evolving of public 
concerns about H1N1 or swine flu, [13] used Twitter-embedded data and a number of AI 
approaches. The researchers investigated public concerns through the collection of tweets 
pertaining to H1N1 activity using pre-specified search phrases with other keywords linked to 
spread of disease, illness countermeasures, and food consumption in the United States. Using 
the supervised learning technique, they used surveillance data on influenza-like illnesses to 
create an estimating model. The findings demonstrated the significance of using Twitter to 
measure public interest in or worry over H1N1-related health-related incidents. These consist 
of periodic upsurges in user activity on Twitter that have been related to travel and food 
consumption patterns, hand cleanliness and mask use as preventive measures, and drug-re-
lated tweets regarding the use of particular antivirals and vaccines. They concluded that Twit-
ter data can be utilized with AI algorithms to predict influenza outbreaks accurately[13]. 

3.1.5. Dengue Outbreaks of 2009 

Across South-East Asia, dengue is extremely endemic, thus, using spatiotemporal per-
spectives, [14] carried out an infodemiology and infoveillance study to investigate the links 
between dengue fever in Manila and weekly Google Trends (GT) analytics about the disease 
from the Internet between 2009 and 2014. They further used demographic search queries 
connected to dengue to determine how people looked for health-related services. Based on 
their findings, dengue incidence reports and weekly temporal GT patterns were almost iden-
tical. The terms "dengue," "symptoms and signs of dengue," "treatment and prevention of 
dengue," "mosquito," and "other diseases" are among the themes that were found when 
searching for information about the condition. The study concluded that GT is a helpful tool 
in addition to traditional disease surveillance techniques. 

3.1.6. Ebola Outbreak of 2014 

The majority of West African nations had an Ebola outbreak in 2014, which raised 
worldwide concern about and impending global pandemic and unified preparedness and pre-
vention measures. Consequently, millions of search records on Google Trends about Ebola 
were used by [15] to investigate outbreak at the global level and across countries where pri-
mary disease cases were reported. The study further examined the correlation between the 
number of new cases and the weekly overall search web hits associated with the disease. The 
West African nations most impacted by the Ebola outbreak had the largest search traffic, 
producing inquiries about the disease. Furthermore, their capital cities had the most concen-
trations of this traffic[15]. Nonetheless, the dispersion of web searches across national bor-
ders stayed constant in Western nations. Among the Ebola-affected African nations, there 
were varying degrees of correlation between the weekly Google Trends index and the total 
number of new disease cases. A comparatively strong correlation was found between the 
Google Trends index and the total number of Ebola cases reported worldwide [15]. The re-
searchers posited that the data from Google Trends and global epidemiology data showed a 
substantial correlation. Additionally, they concluded that international organizations may use 
such data to precisely detect epidemics and quickly develop suitable, implementable strategies 
for disease prevention[15]. 

3.1.7. The Zika Pandemic of 2015 

A vast majority of tropical populations are endemic to common diseases spread by mos-
quitoes. The greatest documented outbreak of Zika occurred in 2015 and 2016, when it 
reached a "red-alert" warning level, indicating numerous complications necessitating interna-
tional public health actions. In such cases, the population’s health-seeking behaviors are in-
dispensable pointers for any efficient potential control methods. A study [16] concluded that 
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internet user activity data has proven to be useful in tracking people's behavior and health-
seeking behaviors, particularly during disease epidemics. To determine and characterize self-
reporting of a person's behavioral change during the spread of a disease, [16] analyzed user 
tweets between 2015 and 2016. The study examined 1567 Twitter users and discovered dif-
ferences in their individual traits, social network qualities, and linguistic preferences. As a 
result of the Zika virus, these users altered or considered altering their trip plans. This research 
suggests that using AI principles could help us understand how the general public views and 
responds to the dangers of an infectious disease outbreak. 

3.1.8. Chikungunya Outbreaks of 2017  

The 2017 Chikungunya outbreak in Italy raised significant public health concerns. In 
order to better understand peoples’ health-seeking behaviors, [17] first looked into potential 
correlations between epidemiological data and internet traffic. Furthermore, a structural equa-
tion model representing public responses to Chikungunya was generated using data from 
Google Trends, Google News, Twitter traffic, PubMed publications, and Wikipedia visits and 
revisions. The work concluded that Chikungunya-related web searches acted as a mediator in 
the interactions between autochthonous cases, tweet productions, and overall cases. How-
ever, in the allochthonous case model, web searches posed major mediating tweets rather 
than epidemiological numbers, considerably mediating tweet productions. They came to the 
conclusion that new technology for gathering public concerns, raising awareness, and avoid-
ing false information could help health authorities become instantly aware of such outbreaks 
[17]. 

3.1.9. The COVID-19 Pandemic of 2019  

The SARS-CoV-2 virus strain that emerged in 2019 brought the entire world to a stand-
still. This witnessed the widespread use of AI techniques for event detection, monitoring, and 
prediction at local and global scales. These studies cover a wide range of topics, from trend 
monitoring and prediction to rapid diagnostics. Furthermore, most of these studies focused 
on DNA analysis, modeling, prediction, diagnosis, and classification. The disease has been 
diagnosed using machine learning techniques like KNN, ANN, and Naive Bayes algorithms 
[18]. Research [19]used data from 151 published articles, using NLP and other ML techniques 
to create a COVID-19 diagnosis model based on patient symptoms and standard test meth-
ods. Consequently, the learning algorithm found that COVID-19 patients can be categorized 
into subtypes according to their symptoms, gender, and serum immune cell levels. The goal 
in [20] is to improve clinical diagnosis accuracy using an AI approach with data from patients 
undergoing hemodialysis and forecast the likelihood that the patient has undiagnosed 
COVID-19. The study built an ML model that can predict HD patients with undiagnosed 
COVID-19 with an accuracy rate of 95%. In a related work, [21] presented an AI system that 
diagnoses COVID-19 cases based on CT scans, clinical symptoms, exposure history, and la-
boratory testing. For CRISPER-based nucleic acid detection, assay designs, and experimental 
resources are recommended in [22], which can be employed for ongoing monitoring. Using 
machine learning methods, the work proposed a model for identifying 67 viral species and 
SARS-CoV-2 subtype.  Study [23] uses machine learning and now casting to analyze the un-
derdiagnosis of COVID-19 in Brazil. A machine learning technique is utilized to identify cases 
that have not yet been diagnosed to produce a new cast. Four machine learning techniques—
logistic regression, support vector machines, decision trees, and random forests—are applied 
in [24]to process patient data and identify COVID-19 cases. The work presents an AI-based 
cloud-based method that is built as a mobile app that tracks cough patterns to detect COVID-
19 instances. In [25], Generative Adversarial Networks (GANs), Extreme Learning Machines 
(ELM), and Long/Short Term Memory (LSTM) were used to diagnose COVID-19 where 
these methods assembled data from both structured and unstructured sources to monitor 
patients’ situation and offer augmented curation. Research [26] proposed a framework -the 
COVID Deep framework, which integrates wearable medical sensors with a DNN to enable 
widespread virus testing. In [27], blood sample information is utilized with a machine learning 
system to diagnose the disease. A machine learning-based approach is presented in [28] to 
identify COVID-19 suspected cases by analyzing blood data as input. A machine learning 
system identifies the condition using hematochemical values from routine blood examina-
tions, specifically white blood cell counts, platelets, CRP, GGT, ALT, ALP, AST, and LDH 
plasma levels are used as features. Results show that the proposed method achieves good 
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accuracy compared to other methods. In [29], ANN and machine learning are used in con-
junction with a basic statistical test to identify COVID-19 patients based solely on complete 
blood counts without the need for information about the patients' medical histories or symp-
toms. A machine learning algorithm to conduct tests based on blood tests is proposed in [30]. 
According to [31], who examined data from test results of 81 positive and 7,775 negative 
cases, COVID-19 patients typically had lower platelet counts and higher plasma fibrinogen 
levels, and about 25% had outright thrombocytopenia. The data were loaded into an extrac-
tion system driven by a neural network for analysis. 

3.1.10. Monkeypox outbreak of 2022 

The virus that causes monkeypox was first identified and documented in 1958 by the 
eminent Danish virologist von Magnus, who was looking into an outbreak that was impacting 
monk colonies in Denmark. In May 2022, an outbreak of the disease was reported, with more 
than 2,100 cases registered globally as of June 16, 2022. Research [32] studied the “possible” 
transmission dynamics of the virus using an ML approach. It concluded that “the sexual 
transmission route, which, although not confirmed yet, seems highly likely in the diffusion of 
the infectious agent”. More precisely, the study finalized that “future studies should be able 
to offer a compelling rationale for some of the unresolved issues that remain, such as the 
measurement of the monkeypox virus load, its viability and shedding in human male semen, 
its stability and persistence, and the concentrations at which it can be sexually transmit-
ted”[32]. 

3.2. Contact tracing and Contagion Network Analysis  

A public health strategy in the fight against infectious diseases is contact tracing, predi-
cated on the idea that disease is spread through direct human contact. Healthcare profession-
als try to break the chain of transmission by identifying other potential patients who may have 
been exposed to the disease and tracking them down based on their contact history. This 
allows for monitoring and, if needed, treatment [33]. Contact tracing works best when there 
are few infected cases or a low reproductive ratio of the disease because it involves a lot of 
manual labor to interview patients and gather their contact data [33].  Given that mobile 
phone telecommunication traces offer reliable information about physical human interaction, 
they are used to model a contagion network using mobile sensed interaction data [34]–[36]. 
The studies investigate how communication datasets might function as a practical indicator 
for interactions that take place and how they can be used in modeling epidemiological inter-
actions.  

The impact of community structure in illness dynamics was investigated using a large-
scale socio-technological network based on Facebook data [37]. Furthermore, a community's 
fine-grained face-to-face contacts could be mapped utilizing close proximity interactions 
(CPIs) recorded using wireless sensors [38]. Potentially more effective than random immun-
ization, new preventive techniques were devised by reconstructing the contact network and 
evaluating the CPIs in a community. Using RFID tags to sense CPIs over two days at a con-
ference, the dynamics of infectious diseases have been mimicked, emphasizing the temporal 
and heterogeneity aspects[39]. Artificial Intelligence (AI) methods such as NLP and ML have 
also been applied to enhance surveillance and virus tracking. In [34] , a system that uses arti-
ficial intelligence (AI) to evaluate anonymized smartphone data and find high-risk connec-
tions of COVID-19 patients for focused tracing was presented. In the same vein, several 
studies have shown that artificial intelligence (AI) methodologies can be used to track and 
predict seasonal flu trends in the context of influenza surveillance. These methodologies in-
volve mining online data sources, including social media activity, online user trails, search 
engine queries, and digital health records [40], [41].  

3.3. Diagnosis   

Diagnosing an illness is crucial because many policy makers, such as the World Health 
Organization, believe that testing is essential to successfully managing an epidemic since it 
yields significant information about local outbreaks that may be contained before they spread. 
Research [42] offers a machine learning system that records patient data, including coughs, 
and uses that to train a classifier for disease diagnosis. In [43], a binary ML classifier is pro-
posed to diagnose COVID-19 using only cough and breathing patterns data. The work 
claimed to have achieved an accuracy comparable to other lab-based scientific procedures. 
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An online survey is created in [44] to gather information on COVID-19 patients. Next, to 
forecast possible COVID-19 patients based on their signs and symptoms, the data were fed 
into several ML prediction algorithms, such as Support Vector Machine, Logistic Regression, 
and MLP. Results indicate an astonishing accuracy of the proposed method. Textual clinical 
data are gathered and feature extraction procedures such as Bag of words (BOW), Term fre-
quency/inverse document frequency (TF/IDF), and report length are employed to gather 
data in [45]. Afterwards, Multinomial Naive Bayes and Logistic Regression were applied to 
classify the data, a high correlation was found between the expert health practitioner's actual 
prognosis and the predicted diagnosis. Study [46] provides a diagnosis method based on chest 
CT images. This approach involves taking radionic features from the region of interest and 
feeding them into an artificial intelligence segmentation algorithm. The algorithm also re-
ceives information for classification in the form of clinical symptoms, epidemiology history, 
and biological symptoms. Results from this work indicated a promising application of AI in 
disease diagnosis and management. Other examples of using AI and ML techniques and ap-
proaches for diagnosis can be found in [47], [48]. 

3.4. Infoveillance and Infodemiology for Tracking Human Health Seeking 
Behaviors   

Public health informatics' incorporation of internet data has been a potent tool for stud-
ying how people seek medical attention in real time during epidemic outbreaks. As mentioned 
earlier, Google Trends is a well-liked and often-used tool that uses user-specified keywords 
and themes to deliver user activities, which are pointers about trends, patterns, and variations 
of online interests over time [49]. Such adaptations created two nomenclatures: the first been 
“Infodemiology,” defined as “The distribution and determinants of information in a social 
group or an electronic medium (here, the Internet) with the ultimate purpose of guiding public 
health and policy,” while the second “Infoveillance,” defined as “the continuous monitoring 
of infodemiology metrics for trend analysis and surveillance” [50]. 

3.5. Predicting and Monitoring Spread, Recovery and Mortality 

Numerous research studies have shown how useful artificial intelligence (AI) may be in 
creating predictive models to predict epidemics. A significant benefit in healthcare is the ca-
pacity to forecast and track patient outcomes, such as recovery and fatality rates. This is largely 
made possible by artificial intelligence (AI) and data-driven techniques, which offer medical 
professionals critical insights for patient care and treatment modifications. For instance, [51] 
found that their method could precisely reconstruct the early dynamics and predict future 
projections of an epidemic. They combined deep neural networks and epidemiological mod-
eling to predict the spread of COVID-19 in China. In a similar vein, [52] created an AI model 
that combined human mobility data with case data to accurately predict the spread of 
COVID-19 outside of China 1-2 weeks ahead of time. Other studies have also used neural 
networks to forecast dengue fever epidemics in China [41] and Zika virus outbreaks in Co-
lombia [53]. AI has demonstrated encouraging potential for utilizing various data sources to 
produce useful pandemic forecasts. [54] provides an example of how deep learning algorithms 
might be used to monitor patients continually so that medical personnel can closely follow 
their progress in real time. Furthermore, by identifying patients with high mortality probabil-
ity, these technologies enable early interventions and allow healthcare professionals to allocate 
resources effectively and provide proactive care to those who need it most. What's especially 
noteworthy is that these predictions are dynamic and can adapt to changing patient condi-
tions. 

3.6. Geo-location data and visualization: GIS, Mapping  

Knowledge about infectious disease spatial patterns can help identify their causes and 
preventative measures. Analysis of the geographic patterns of diseases and the inter-play be-
tween pathogenic components (zoonotic agents, vectors, infected persons, and system dy-
namics) in relation to their geographic settings is becoming increasingly common with the use 
of GIS, AI, and associated technologies. The spatial patterns of these components can be 
seen and analyzed over time with the aid of basic AI methods and analytical GIS applications 
in epidemiology. This can reveal spatiotemporal patterns, trends, and connections that would 
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be harder or impossible to discover in other ways. Understanding the spatial spread and dy-
namics of an outbreak is essential to the design of prevention and control strategies. GIS has 
proven to be an indispensable tool that assists in meeting these demands. As a result, the use 
of GIS in public health information management for disease control has grown in importance 
over the years [55], [56]. The most common use of GIS in epidemic research is the creation 
of maps that show the locations of cases, probable risk factors, and sources [55]. These maps 
can be used to explain the disease's spreading trends and pinpoint outbreak outliers. Research 
[57] used GIS techniques to examine the prevalence of Lyme in Baltimore, Maryland, in 1990. 
They also conducted logistic regression analysis, compared the epidemic's development to a 
random setting, created a risk prediction model, and estimated the epidemic's range. Study 
[58] investigated how the geographic environment affected the prevalence of encephalitis in 
Nepal, discovered a substantial correlation between the percentage of irrigated area and low 
precipitation, and profiled the spatial pattern of cases during the 2005 epidemic. Using GIS 
analysis, [59] investigated the causes of multiple myeloma and acute myeloid leukemia. They 
discovered that individuals who have lived near six emission points adjacent to significant 
amounts of waste from petroleum refining for more than ten years may be at a higher risk of 
developing these diseases. Using GIS, the degree of exposure to dioxin concentrations was 
determined based on the case and control's addressed in [60]. An investigation of the link 
between dioxin release and soft tissue tumor revealed the correlation between a patient's ad-
dress and their vulnerability. Study [61] employed GIS and remote sensing to examine the 
environmental factors influencing dengue and chikungunya vector breeding habitats. She dis-
covered that environment, climate, and topography all significantly impact the spread of dis-
ease throughout a nation, making the use of GIS and remote sensing tools invaluable for 
managing and controlling epidemics.  Using geographic information system (GIS) technol-
ogy, [19] investigated the spatial distribution pattern of tuberculosis incidence and found a 
strong correlation between the disease's high incidence and regional geographic data. These 
findings served as a scientific foundation for developing the tuberculosis control policy. 

3.7. Vaccine Resistance and Hesitancy Sentiment Analysis  

Doctors and medical experts are starting to worry about vaccination-related reluctance 
and hesitancy. It is known as vaccine hesitancy when people have second thoughts about 
vaccinating their children and themselves. Research [62]emphasized that there was enough 
data to support medical professionals' and academics' efforts to address people's reluctance 
to use social media posts. This is because of social media's promotion of information sharing 
among users. Additionally, users are free to express and publish their thoughts thus, infor-
mation is made freely available. However, it is hard to keep up with the amount of content to 
monitor, given the speed at which blogs and postings are growing. Automated AI-driven 
sentiment analysis will be used to inform public health policy about the general public's issues, 
concerns, and fears regarding vaccines and medications. Given sentiment analysis’s first use 
and the emergence of Web 2.0, it is crucial to emphasize that sentiment analysis could be used 
with social media data to understand and forestall sentiments against drugs and vaccines in 
general. Using Twitter data, [63] conducted sentiment analysis on vaccination using the re-
cently developed COVID-19 vaccine and discovered that public opinion is divided between 
pro- and anti-vaccine. In the same vein, [64] proposed using Facebook to map the anti-vac-
cination attitude landscape. By observing 197 user accounts, they could visualize the network 
of Facebook profiles that discussed vaccines and gain insight into the interactions between 
pro- and anti-vaccine individuals. They were unable to obtain data from user's posts and lo-
cation information. However, the ethical protocols that must be adhered to when extracting 
data from social media platforms are a source of worry, as pointed out by [65]. Using a Natural 
Language Processing program called clean NLP and data from YouTube videos, [66] stud-
ied  pro- and anti-vaccine sentiment expression online. Its likeability in the immunization 
advocacy category and word frequency rating detected 275 videos and could discern the grow-
ing tendencies among anti-vaccine users. With an emphasis on Twitter users, [67] created two 
methods for categorizing views on vaccination to ascertain which approach is the most effec-
tive for obtaining opinions through data in the future. The study used 95,566 tweets and 
employed Multinomial Naïve Bayes and Support Vector Machine algorithm to analyze the 
tweets and concluded that All the used approaches are equally good for use in gathering opin-
ions about vaccine sentiment due to their comparable performances. A study [68] stated that 
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understanding the opinions of both pro- and anti-vaccine Twitter users is crucial to under-
standing the public's stance toward vaccination. They employed a linear SVM method to cre-
ate a more structured representation by determining the communicative patterns and mutual 
influences between the two user groups using 669,136 tweets. They discovered that the num-
ber of Twitter users against vaccinations is increasing within a closed network, making it chal-
lenging for health institutions to obtain pertinent information. Nevertheless, they claimed that 
emoticons, which are also crucial for recognizing sarcasm in Tweets, were overlooked during 
the study. However, emojis are indispensable because individuals use them all the time to 
convey their beliefs, particularly to indicate whether they support or oppose vaccinations[69]. 
Research [70] argued that a Twitter user's perspective could be shaped by a particular experi-
ence they had recently, especially on the subject of concern. They examined the likelihood 
that people would have opinions about certain events that occurred over that period using 
112,397 tweets from September 1, 2016, to June 30, 2017. Their ten months of study revealed 
that vaccination-related events can shift the number of Twitter users interested in hearing 
about new vaccine developments. Every occurrence has influenced Twitter users to share 
their opinions, whether those opinions are against or favorable to vaccination. 

3.8. Treatment Plans Analysis and Comparison  

A crucial part of managing healthcare is evaluating and contrasting treatment options, 
particularly during a pandemic. AI methods—machine learning in particular—have com-
pletely changed this procedure. Using these techniques, medical personnel can evaluate and 
optimize treatment plans based on insights from data about patients' recovery and mortality 
rates based on comparisons. One good example of a study that goes into treatment plan anal-
ysis is [71]. In order to link patient symptoms, clinical information, and test results for 
COVID-19, machine-learning techniques were employed. This improves diagnosis and helps 
provide individualized treatment programs. Artificial intelligence (AI) has the potential to dif-
ferentiate between distinct disease subtypes and enable more individualized treatment plans 
by spotting trends in patient data. The ability of AI to process enormous volumes of data 
quickly and accurately is especially remarkable. Patterns and correlations that may not be seen 
using traditional approaches can be found by analyzing a large number of patient data and 
medical literature, thanks to the processing capacity of AI algorithms. This ability to uncover 
hidden insights is a game-changer in healthcare. Maximizing medical resources is possible 
with this degree of accuracy and personalization in treatment programs as AI enables more 
personalized treatment plans, avoiding needless surgeries or therapies in scenarios such as 
pandemics where resources are scarce. This helps the healthcare system as a whole, in addition 
to helping the patients. 

3.9. Decision Support System in Healthcare  

Decision support systems (DSS) are very helpful in the healthcare industry, especially 
during pandemics. These systems give medical practitioners data-driven insights to help them 
make wise decisions. Underneath, DSS uses artificial intelligence (AI) and data analysis meth-
ods to provide therapy, monitoring, and patient care recommendations. Study [72] shows how 
AI-based DSS functions for COVID-19 patients. Its natural language processing algorithm 
offers basic healthcare education, information, and guidance. This DSS offers essential advice, 
healthcare suggestions, interactive counseling sessions, home remedies, and preventive ac-
tions. It allows people to control their health and their ailments more effectively. Additionally, 
[73] presented an AI-based method for evaluating the risk of contracting COVID-19 infec-
tion during virtual visits. Using natural language processing, this DSS analyzes data gathered 
from telehealth encounters to assist medical practitioners in determining the risk of infection 
and developing appropriate treatment regimens. The ability of AI-driven DSS to adjust to 
unique patient characteristics is awe-inspiring. Personalized suggestions can be provided 
based on a patient's medical history, current state of health, and even personal preferences. A 
higher degree of personalization in healthcare advice can improve treatment and preventative 
measure compliance while also increasing patient engagement. 

3.10. Tele-Health Network   

Artificial tele-health systems are incredibly helpful during the pandemic because they 
enable individuals to obtain the necessary services from the comfort of their own homes, 
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thereby preventing the spread of an epidemy. Research [73]proposed a unique AI-based 
method for assessing the risk of COVID-19 infection during virtual visits. The algorithm uses 
a natural language processing method to infer possibilities using data gathered from telehealth 
visits. A natural language processing system was suggested in [74] to give COVID-19 patients 
free initial healthcare education, information, and advice. The system offers users interactive 
counseling sessions, home cures, preventive measures, and health advice. 

3.11. Knowledge Representation  

Knowledge representation is essential to applying artificial intelligence (AI) in epidemi-
ology to convert enormous volumes of data into insightful understandings. Research on effi-
cient ways to use AI approaches to describe epidemiological knowledge has increased dra-
matically in the last several years [75]. According to [76], structured knowledge representation 
organizes data into clearly defined formats that simplify processing and interpretation. Orga-
nized representations—like taxonomies and ontologies—have been widely used in epidemi-
ology to classify risk factors, diseases, and population demographics. Thanks to these struc-
tured models, AI systems can understand and analyze intricate epidemiological interactions 
[77]. 

3.12. Semantic Web Technologies   

Epidemiological research has used semantic web technologies, like Resource Descrip-
tion Framework and Web Ontology Language, to generate linked representations of entities, 
truths, and verified knowledge in the epidemiological domain[78]. RDF makes connecting 
different data sources easier, making it possible to integrate a range of epidemiological 
data[79]. To ensure consistency and interoperability in knowledge representation, OWL also 
permits the construction of ontologies that might be used to verify and validate common 
understanding agreed by domain experts [80]. 

3.13. Machine Learning-based Knowledge Representation   

According to [81], there is potential for machine learning approaches, especially deep 
learning models, to identify complex patterns in epidemiological data effectively. Using rep-
resentational learning algorithms, meaningful clusters and latent associations have been ex-
tracted from epidemiological datasets through word embedding and graph-based neural net-
works [82]. By improving the way epidemiological knowledge is represented, these techniques 
lead to more precise forecasts and insights. 

Table 1: A Summary of Papers Reviewed and their Areas of application in Epidemiology 

S/N Area Publications 

1.  Detection and Surveillance 

 Surveillance and outbreak alarm: [7], [15], [16] 

 Early Warning System [7], [8], [17], [9]–[16] 

 Disease and Contact Tracking [33]–[41] 

2.  Transmission and Diagnosis 

 Early and alternative Diagnosis [18]–[28], [30]–[32], [42]–[48] 

 Spread, Mortality, and recovery Modelling [41], [51]–[53], [83] 

3.  Human Behavior 

 Infodemiology and Infoveillance [14]–[17], [49], [50] 

 Vaccine Resistance and Hesitancy [62]–[70] 

4.  Visualization and Analytics 

 GIS and Geo-spatial Analysis [19], [55]–[61] 

 Treatment Plan Analytics [52]–[54], [71] 

 Decision Support System [72]–[74] 

5.  Knowledge Representation 

 Semantic Web Tech [75]–[82]  

 ML Representation [19], [84], [85] 
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Table 1 above shows that the area of epidemiology with the most reviewed papers is 
early and alternative diagnosis. This ranges from using cough to diagnose flu and other viral 
infections, using medical and personal images to diagnose diseases, to other applications of 
AI algorithms to provide self-diagnosis. Most research in this area achieves very good results 
due to the availability of AI algorithms that can infer un-seemingly and un-apparent relation-
ships between entities. These algorithms may provide this diagnosis by relying on things that 
are not intuitive to humans or not in agreement with the common knowledge of epidemiol-
ogists [86]. This buttresses the need to develop a more explainable methodology for this epi-
demiological problem. Furthermore, other areas, such as ML knowledge representation and 
early outbreak system received minimal research interest, this might be associated with the 
lack of computational methods to address these problems from the epidemiological view-
points or the availability of better tools and approaches for solving these problems in the 
epidemiological community. With promising results in the area of data visualization and ana-
lytics, we might witness a surge in the application of these computational methods in the field 
of epidemiology [87]. Other areas, such as decision support systems, may see further adoption 
and application in epidemiology due to their centrality in AI and ubiquity in epidemiology.  

4. Lessons Learnt from the Review   

Below is a summary of all included studies in this review:   

Table 2. Summary of Papers included in Review 

Ref Author(s) Year Use Data Source Algorithm 

[88] Adiga et al.  2021 Modelling Web Search Logs Statistical Learning 

[15] Alicino et al. 2015 Analytics Web Search Logs Regression 

[89] Aljaaf et al. 2015 
Decision    

Support System 

Research Reposi-

tory 
Review 

[90] Antoniou et al. 2018 Classification Primary Data Regression  

[91] Ardabili et al.  2020 Prediction 
Online Data Re-

pository 
Machine Learning 

[92] Avila et al. 2020 
Decision    

Support 

Research Reposi-

tory 
Statistical Learning 

[93] 
Baker & Tay-

lor, 
2016 Review 

Research Reposi-

tory 
Review 

[42] Belkacem et al. 2021 Classification Primary Data 
Discriminant analy-

sis 

[74] Bharti et al. 2020 Tele-Health Primary Data 
Natural Language 

Processing 

[94] Brinati et al. 2020 Detection Primary Data 
Decision Tree 

model 

[95] Brown and Lee 2021 Ethics 
Research Reposi-

tory 
Review 

[43] Brown et al. 2020 Diagnosis Social Media Feeds machine learning 

[11] Ceccato et al. 2011 
Contagion  

Analysis 
Primary Data Statistical Learning 

[5] Charan et al. 2018 Detection Primary Data 
Artificial Neural 

Network 

[96] Chen 2018 
Decision    

Support 

Online Benchmark 

Dataset 

declarative program-

ming  

[97] Borlase et al.  2017 Review 
Research Reposi-

tory 

Natural Language 

Processing 

[46] Chen et al. 2020 Detection Primary Data Machine Learning 

[98] Chen et al. 2020 
Knowledge  

Representation 

Research Reposi-

tory 

Ontology and Natu-

ral Language Pro-

cessing 
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Ref Author(s) Year Use Data Source Algorithm 

[36] Cho et al. 2011 Prediction Social Media Feed Correlation 

[99] Comito et al. 2020 Review 
Research Reposi-

tory 
Review 

[35] Crandall et al. 2010 Prediction Social Media Feeds Statistical Learning 

[100] 
Daltayanni et 

al. 
2012 Trends Web Search 

Data Mining and 

Natural Language 

Processing 

[70] 
D'Andrea, et 

al.  
2019 

Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[16] 
Daughton and 

Paul 
2019 Prediciton Social Media Feeds 

Machine Learning 

and Natural Lan-

guage Processing 

[101] Deng et al.  2019 Tele-Health Primary Data 
Artificial Neural 

Network 

[102] Dirk et al. 2008 GIS Primary Data Statistical Learning 

[47] 
Dutta & Ban-

dyopadhyay,  
2020 Detection 

Online Data Re-

pository 
Machine Learning 

[103] Dutta et al. 2019 
Knowledge  

Representation 

Online Data Re-

pository 

Natural Language 

Processing 

[104] Dwivedi et al. 2021 Review 
Research Reposi-

tory 
Review 

[18] Elboujnouni 2022 Detection Primary Data 

Statistical Learning 

and Natural Lan-

guage Processing 

[105] Eysenbach 2009 Warning System Social Media Feeds 
Natural Language 

Processing 

[50] Eysenbach 2011 Detection Social Media Feeds 
Natural Language 

Processing 

[44] Fayyoumi et al. 2020 Prediction Primary Data 

Statistical Learning 

and Machine  

Learning 

[106] Feng et al. 2022 Diagnosis Primary Data Regression 

[48] Ferrari et al. 2020 Review 
Research Reposi-

tory 
Review 

[9] 
Fulcher and 

Kaukinen 
2005 GIS 

Online Data Re-

pository 

GIS and Statistical 

Learning 

[107] 
Garcia and 

Martinez 
2022 Review 

Research Reposi-

tory 
Machine Learning 

[23] Garcia et al. 2020 Diagnosis Primary Data Machine learning 

[7] 
Geanuracos et 

al. 
2007 GIS Primary Data GIS 

[57] Glass et al. 1995 GIS Primary Data Regression  

[55] Gluskin et al. 2014 Trends Web Search Correlation  

[108] Gomes et al. 2020 Diagnosis Primary Data Machine Learning  

[109] 
Gomoi and 

Stoicu-Tivadar 
2010 Detection 

Online Data Re-

pository 

Artificial Neural 

Network 

[82] 
Gupta & 

Singh,  
2019 Classification Primary Data Machine Learning 

[110] 
Gupta and Pa-

tel 
2023 Review  Deep Learning 

[26] 
Hassantabar et 

al. 
2021 Classification Primary Data Deep Learning 
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Ref Author(s) Year Use Data Source Algorithm 

[14] Ho et al. 2018 Trends Web Search 
Natural Language 

Learning  

[64] 
Hoffman, 

Felter, & Chu 
2019 

Sentiment Analy-

sis 
Social Media Feeds 

Natural Language 

Processing 

[111] 
Hossen and 

Karmoker 
2020 Prediction 

Online Data Re-

pository 

Random Forest, 

Support Vector Ma-

chine and K-Nearest 

Neighbor 

[65] Hunter et al. 2018 Ethics 
Research Reposi-

tory 
Review 

[112] Imran et al. 2020 Diagnosis Primary Data Machine Learning 

[25] Jamshidi et al. 2020 Diagnosis Primary Data Deep Learning 

[113] Johnson et al. 2022 
Knowledge  

Representation 

Online Data Re-

pository 

Natural Language 

Processing 

[78] Ferreira et al. 2013 
Knowledge  

Representation 

Research Reposi-

tory 

Natural Language 

Processing 

[76] Jones et al.  2003 
Knowledge  

Representation 

Research Reposi-

tory 
Review 

[114] Jones et al. 2013 Prediction Social Media Feeds Regression  

[115] Jumper et al. 2021 Prediction 
Online Benchmark 

Dataset 

Artificial Neural 

Network 

[4] 
Kaplan and 

Haenlein 
2020 Review 

Research Reposi-

tory 
Review 

[116] Kapoor et al. 2020 Prediction Primary Data 
Artificial Neural 

Network 

[34] Dosilovic et al. 2018 Review 
Research Reposi-

tory 
Review 

[117] Kaur et al. 2021 Review 
Research Reposi-

tory 
Review 

[45] Khanday et al. 2020 Diagnosis 
Online Data Re-

pository 

ANN, Natural Lan-

guage Processing 

[118] 
Davagdorj et 

al. 
2021 Prediction 

Research Reposi-

tory 
Machine Learning 

[119] Kim et al. 2023 Warning System 
Research Reposi-

tory 
Review 

[10] Kitron et al. 1994 GIS Primary Data Regression 

[27] Kukar et al. 2020 Diagnosis Primary Data Machine Learning 

[67] 
Kunneman et 

al.  
2019 

Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[120] Kesmodel 2018 Review 
Research Reposi-

tory 
Review 

[77] Liu et al. 2018 Analytics Primary Data Machine Learning 

[19] Maciel et al. 2010 GIS Primary Data Statistical Learning 

[121] Madanan et al. 2021 
Decision    

Support 
Primary Data 

Artificial Neural 

Network, Bio-in-

spired Computing 

[122] 
Maduri and 

Krishnan 
2020 Diagnosis Primary Data IoT 

[17] Mahroum et al. 2018 Review Social Media Feeds 
Correlation and Re-

gression 

[61] Masimalai 2014 GIS Primary Data Correlation 
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Ref Author(s) Year Use Data Source Algorithm 

[49] 
Mavragani and 

Ochoa 
2019 Trends Web Search Review 

[53] 
McGough et 

al.  
2017 Prediction 

Social Media Feeds 

and Online Data 

Repository 

Statistical Learning 

[123] McGregor 2021 Review 
Research Reposi-

tory 
Review 

[21] Mei et al. 2020 Diagnosis Primary Data Regression 

[22] Metsky et al. 2020 Diagnosis 
Online Benchmark 

Dataset 
Machine Learning 

[124] 
Minz and Ma-

hobiya 
2017 Classification  

Online Benchmark 

Dataset 
Decision Tree 

[20] 
Monaghan et 

al. 
2020 Classification 

Online Benchmark 

Dataset 
Machine Learning 

[24] Sun et al. 2020 Prediction 
Online Data Re-

pository 
Machine Learning 

[73] Obeid et al. 2020 Warning System Primary Data Statistical Learning 

[125] Oyedepo et al. 2012 GIS Primary Data GIS 

[84] 
Pang and 

Lillian 
2009 

Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[31] 
Pawlowski et 

al. 
2020 Diagnosis 

Online Data Re-

pository 
Statistical Learning 

[126] Pee et al. 2019 
Knowledge  

Representation 

Research Reposi-

tory 
Review 

[127] Pearce et al. 2007 Review 
Online Data Re-

pository 
Review 

[128] Peng et al. 2020 Review 
Online Data Re-

pository 
Review 

[40] Pollett et al.  2020 Trends Web Search Logs Correlation 

[60] 
Poulstrup and 

Hansen 
2004 GIS 

Online Data Re-

pository 
Statistical learning 

[129] Ren et al. 2015 GIS Primary Data Correlation 

[130] Ribbens et al. 2014 Classification 
Online Benchmark 

Dataset 
Statistical Learning 

[62] Salmon et al. 2015 
Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[12] Sasaki et al. 2008 GIS 

Online Data Re-

pository and Pri-

mary Data 

Statistical Learning 

[85] 
Shaban-Nejad 

et al. 
2021 Review 

Research Reposi-

tory 
Review 

[13] Signorini et al. 2011 
Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[131] Guo et al. 2021 Review 
Research Reposi-

tory 
Review 

[56] Smith et al. 2015 Review 
Research Reposi-

tory 
Review 

[28] Soares 2020 Detection 
Online Benchmark 

Dataset 
Machine Learning 

[59] Speer et al. 2002 GIS Primary Data Correlation 

[132] 
Sqalli and Al-

Thani 
2019 Tele-Health Primary Data 

Artificial Neural 

Network 
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Ref Author(s) Year Use Data Source Algorithm 

[133] 
Strachna and 

Asan 
2020 

Decision Sup-

port 
Primary Data Machine Learning 

[54] Wagner et al. 2020 Diagnosis 
Online Data Re-

pository 
Statistical Learning 

[83] Wahl et al. 2018 Review 
Research Reposi-

tory 
Review 

[79] Rao et al. 2019 
Knowledge  

Representation 

Research Reposi-

tory 

Natural Language 

Processing 

[134] Giuste et al. 2023 Review 
Research Reposi-

tory 
Review 

[135] Wang et al. 2020 Prediction Primary Data 
Artificial Neural 

Network 

[80] Wang et al. 2021 Review 
Research Reposi-

tory 
Review 

[136] 
Wesolowski et 

al. 
2012 Modelling Primary Data Modelling 

[137] Woo et al. 2021 Classification 
Online Benchmark 

Dataset 
Machine Learning 

[138] Wu et al. 2020 Detection 
Online Data Re-

pository 
Machine Learning 

[139] Xie et al. 2020 
Knowledge  

Representation 
Primary Data Survey 

[140] Xu et al. 2017 Prediction Web Search Logs 
Natural Language 

Processing 

[66] 
Yiannakoulias 

et al.  
2019 

Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[141] Yu and Zhou 2021 Tele-Health Primary Data IoT 

[68] 
Yuan and 

Crooks 
2018 

Sentiment  

Analysis 
Social Media Feeds 

Natural Language 

Processing 

[142] Zhao et al. 2024 Prediction Primary Data Machine Learning 

[143] Zhang et al. 2014 Review 
Research Reposi-

tory 
Review 

[144] Boehm et al. 2022 Review 
Research Reposi-

tory 
Review 

[145] Zhou et al. 2018 Classification Primary Data 
Artificial Neural 

Network 

[87] Zhou et al. 2021 
Decision    

Support System 
Primary Data 

Natural Language 

Processing 

[146] 
Zoabi and 

Shomron 
2020 Prediction Primary Data Machine Learning 

4.1 Rate of Publication Growth 

Figure 1 shows that AI application in Epidemiology has received little or less prior re-
search interest in the early years considered by this review. However, substantial spikes in 
interest correspond to major epidemic out breaks. For example, the rise in interest between 
2009 and 2012 can be associated with influenza H1N1 and Dengue outbreaks of 2009 and 
2010, respectively. Furthermore, the spike between 2013 and 2016 can be associated with the 
Ebola and Zika epidemics of 2014 and 2015, respectively, while the major spike between 2018 
and 2022 can be associated with the chikungunya and COVID-19 epidemics of 2018 and 
2019, respectively, and the growth in 2020 can be attributed to the aftermath of COVID-19 
pandemic. Thus, it is safe to conclude that AI application in epidemiology research tends to 
be reactionary to epidemic or pandemic outbreaks. Hence, there is a need for the research 
community to have concerted and continuous research in this area. This will ensure a steady 
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growth of the discipline and prevent any outbreaks at their onset or early stage. Furthermore, 
this growth in AI application in epidemiology can also be associated with the growth and 
development of AI methods. Although AI has been around for a little longer, but its popu-
larity and wide adoption have only risen at the onset of the 21st century. So, one safely con-
cludes that as the AI community grows and matures, it finds more applications and adoption 
in other disciplines (epidemiology inclusive).  

 

Figure 1: Number of Publications per Year From 1994 to 2023 

4.2 Sources of Data  

Form Figure 2, it can be seen that most research uses primary data sources followed by 
Online data repositories and social media feeds. This may be due to the absence or inadequate 
benchmark datasets exclusively captured and prepared for epidemiological purposes as most 
research uses open datasets, which are initially not meant for epidemiological purposes.  

 

Figure 2. Sources of Data for AI Application in Epidemiology  

Furthermore, any meaningful AI method heavily depends on the data quality used to 
make accurate inferences or predictions. Consequently, the availability and easy access to 
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open data repositories exclusively captured and prepared for epidemiological purposes is cru-
cial for the growth and development of the field. This calls for a major effort to provide digital 
datasets for different aspects of infodemiology, ranging from surveillance to outbreak to mod-
elling to analytics and other endeavors to help researchers and practitioners build and apply 
AI concepts and methods toward solving epidemiological problems. It is equally important 
to mention that the quality of data used in any computational approach varies directly with 
the quality and volume of data used. Thus, the research community should not only make 
data available and accessible but should provide a benchmark for the quality of data provided 
by the community, as this will invariably affect the quality of solutions provided using these 
AI methods. Another vital area of data provision is epidemiological knowledge provision in 
the form of ontologies and RDFs that represent the domain knowledge, which will help AI 
experts mitigate the effects of black box AI models by building explainable models. 

4.3. AI Methodology used for Epidemiology 

From Figure 3, it can be seen that prediction (15%) – without considering review papers 
since they are not an area of AI - is the area with major research interest in AI application in 
epidemiology. This can be attributed to the availability of algorithms, tools, and resources for 
this task in the AI ecosystem. Moreover, other areas such as Contagion Analysis, Knowledge 
Representation, Ethics, and Warning systems, which are equally important, have attracted less 
research attention, which may be due to a lack of interest by the AI community or a lack of 
matured tools and methodologies for developing solutions in these areas. Thus, for the epi-
demiological community to have an overall healthy application of AI methods in solving ep-
idemiological problems, there is a need for these equally important areas to receive adequate 
research attention. 

 

Figure 3. AI Approaches Applied in Epidemiology  

In this regard, governments, financial donors, non-governmental organizations, and 
other stakeholders are advised to support research in these seemingly less important fields to 
have an overall growth of this field of endeavor. It is particularly worth mentioning that areas 
such as zoonotic models, vector dynamics, reservoir and cross-species pathogenic evolution, 
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and social dynamics, which are the underpinnings of any epidemiological incidence, either 
have eluded AI experts in building and analyzing epidemiological models due to less or little 
involvement of epidemiological experts in conceptualizing these solutions or underrating the 
importance in including these crucial aspects. This calls for a holistic approach to building AI 
models targeted at solving epidemiological problems. 

4.4. AI Algorithms applied in Epidemiology  

Figure 4 shows that reviews are the most prevalent research from the period under re-
view (27). Next are machine learning algorithms (19), followed by natural language processing 
(16); other algorithms, such as Deep learning, support vector machine, Ensemble methods, 
and declarative programming, received less substantial application in epidemiology. This may 
be associated with the fact that these fields are less developed or are currently developed even 
for mundane tasks; therefore, their application in other areas, especially epidemiology, where 
there is a need for high accuracy, will take some time. Thus, the future will see more applica-
tions of these methods, especially as they are ripe and available for adoption. In this vein, 
most literature has recommended developing a more explainable AI approach where methods 
applied in solving problems can be explained based on human reasoning [147]. Hence, it is 
expected that as these areas of AI grow, more applications will be witnessed in epidemiology.  

 

Figure 4. AI Methods Applied in Epidemiology 

In the same vein, the AI ecosystem has recently seen some drastic evolution with the 
introduction of the right to explainability by the European Parliament, and this will have a 
bearing effect on the AI research community and, consequently, on the algorithms used in 
solving epidemiological problems. Thus, going to the future, more white box algorithms and 
explainable AI approaches have to be developed, adapted or extended for epidemiological 
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uses as this will be a requirement for the feasibility of any AI solution that uses or stores 
people’s data or has direct influence or how they or other people perceive them. In this regard, 
it is worth mentioning that the major algorithm –ANN, used for epidemiological purposes 
based on this review, is more or less a black-box algorithm. Therefore, these algorithms must 
either be adapted or replaced by more white-box algorithms. 

5. Challenges and Future Directions in Artificial Intelligence in Epidemiol-
ogy 

5.1. Challenges in Implementing AI in Epidemiology 

There are numerous obstacles to successfully applying artificial intelligence (AI) in epi-
demiology. A major obstacle is the availability and quality of data. It is challenging for AI 
systems to uncover significant patterns from epidemiological datasets since they are fre-
quently heterogeneous, unstructured, and incomplete [131]. Furthermore, personal data pri-
vacy problems and ethical concerns arise, particularly when handling private medical records 
[95]. In order to fully utilize AI in epidemiology research, researchers must strike a careful 
balance between protecting data security and privacy on one hand and data availability on the 
other hand.  

While artificial intelligence (AI) can offer suggestions on diagnosis, intervention, mitiga-
tion of health decline, and proactive measures to prevent conditions from getting worse, it 
can also improve outcomes at different stages of diagnosis and illness and manage public 
health incidents. However, certain AI techniques and methods are not understandable to hu-
mans. So, a major challenge here is to apply these approaches and methods in a way that it 
will make sense to humans, thereby solving the explainability challenge. Furthermore, by ob-
serving epidemic data on a daily basis, people's behavioral patterns may be able to establish 
trustworthy forecasts. However, gathering, organizing, preserving, and disseminating this data 
presents significant challenges to the epidemiological and computing communities. Develop-
ing methodologies for collecting, fussing, storing, retrieving, and sharing such data is a major 
challenge that needs to be overcome to enhance both fields.  

Furthermore, there are persistent challenges with epidemiological knowledge represen-
tation. One of these challenges is the dynamic nature of epidemiological data, which makes it 
necessary to update knowledge representations frequently. This makes it difficult to keep AI 
models accurate and current [97]. Therefore, there is a need for a fluid framework for updat-
ing domain knowledge to ensure the accuracy of solutions. 

  It can be difficult to understand the decisions and predictions made by AI models, 
particularly deep learning algorithms, often called "black boxes" [134]. For epidemiologists, it 
is essential to understand the rationale behind AI-generated findings. Therefore, research on 
interpretable AI models and techniques for elucidating intricate AI-driven epidemiological 
forecasts is needed to mitigate this shortcoming [144].  

While wearable digital sensing devices (CPIs) are advantageous because they continu-
ously record large-scale interactions, providing a more accurate estimate of human interac-
tions in reality, they also have some drawbacks, including user willingness, data aggregation, 
and structuring, the perception of a link between usage and certain diseases, and a lack of 
regulation surrounding their development and utilization [134]. A concerted effort to solve 
these problems will help in their utility for capturing and making human interaction data 
available for epidemiological purposes. Moreover, online social networks depict virtual social 
behaviors that diverge from in-person interactions that facilitate the spread of disease and 
might not adequately convey the intricate dynamics of in-person interactions pertinent to the 
transmission of disease [114]. Wearable devices for CPI monitoring are currently expensive 
and scarce and require users to carry additional sensing devices, which may discourage an 
average person from using them. As a result, CPIs may not be easily extended to larger scales 
in the near future [38], [39].  

Concerns about bias in algorithms and decision-making processes are among the ethical 
and social issues that the use of AI in epidemiology brings up [120]. Vulnerable populations 
may be disproportionately impacted by biased data and results [107]. Maintaining the integrity 
and validity of research findings in AI-driven epidemiological investigations requires address-
ing these biases and maintaining fairness and equity.  
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Other issues that have emerged include patient harm due to errors in the system and 
who is to be held responsible and liable [39], [89], [104], [121] patient privacy issues restricting 
access to data; and the moral, legal, and medical difficulties associated with wrong usage AI 
by individuals and care givers adds to the current discourse of AI application in epidemiology 
[77], [85]. 

     5.2. Future Trends and Research Directions  
Overcoming the aforementioned challenges and expanding the discipline to new heights 

will determine the fate of AI applications in epidemiology. One exciting area is creating AI-
powered early warning systems for disease epidemics [119]. These systems have the ability to 
generate fast alarms through the use of predictive modeling and real-time data analysis. This 
facilitates prompt containment and quick responses. AI integration with digital epidemiol-
ogy—incorporating data from wearables, social media, and online platforms—is another po-
tential future route [80]. Artificial intelligence (AI) methods for analyzing these various data 
sources can improve disease surveillance, monitor public opinion, and spot possible epidem-
ics before they become serious.  

Furthermore, collaborative research between epidemiologists and AI specialists is be-
coming more and more important [110]. Multidisciplinary cooperation can close the 
knowledge gap between domain-specific expertise and cutting-edge AI techniques, resulting 
in more significant and successful AI applications in epidemiology.  

Governments should also establish legislative guidelines to regulate what and where AI 
is applied in epidemiology, which will ensure a healthy marriage of the two disciplines [109], 
[148].   

Regardless of socioeconomic status, people carry smart phones everywhere and at all 
times, making them potentially global physical proximity sensors. Furthermore, their ubiquity 
in developing nations underscores their viability as a means of recording and studying human 
movement and migration for epidemiological purposes [136]. Though little work has been 
done thus far to fully utilize these phone communication and interaction traces for contact 
tracing and epidemic modeling, doing so would greatly advance the field [33]. 

Furthermore, the integration of AI with cutting-edge technologies like blockchain and 
the Internet of Things (IoT) may pave the way for novel approaches to safe, decentralized, 
and instantaneous epidemiological data processing. Additionally, funding for educational and 
training initiatives is essential to ensuring that the future generation of epidemiologists has the 
know-how to fully utilize artificial intelligence. Through promoting cooperation, creativity, 
and moral behavior, AI in epidemiology can develop further and significantly improve public 
health worldwide[120].  

The development of hybrid models and the integrating of multimodal data sources hold 
the key to the future of knowledge representation in AI-driven epidemiology. A more thor-
ough knowledge of epidemiological phenomena will be made possible by multimodal repre-
sentations that include textual, numerical, and picture data [144].  

Furthermore, hybrid models—which fuse machine learning algorithms with symbolic 
AI techniques—are expected to improve the interpretability and explainability of AI systems 
in epidemiology[118]. 

6. Conclusions 

Despite current difficulties, the use of AI in epidemiology has enormous promise to 
revolutionize public health practices. With ethical considerations taken into account, inter-
pretability guaranteed, and interdisciplinary cooperation encouraged AI-driven epidemiolog-
ical research seems to have a bright future. To overcome these obstacles and maximize the 
potential of AI to enhance global disease surveillance, preventive, and response initiatives, 
researchers and practitioners must collaborate.  

Notwithstanding the difficulties, one of AI's most significant advantages is its assistance 
with preventative treatment, which helps the healthcare system encourage everyone to be-
come and stay healthy. The application of AI to epidemiology signifies a paradigm shift in 
our comprehension, evaluation, and management of public health issues. Although many 
uses, difficulties, and potential developments of AI in epidemiology have all been examined 
in this overview it is not intended as an exhaustive mention but a pointer to the multi-faceted 
nature of this inter-marriage of two divergent fields. Thus, it is clear that AI has the power to 

completely transform epidemiological research and public health procedures. 
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