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Abstract - The increasing number of patients suffering from various diseases and the impact and 
high cost of medical treatment for the community has made the government or health 
communities seek prevention early. This valuable information can be found using artificial 
intelligence and data mining. Most diseases are dangerous; if detected early and adequate 
diagnosis and treatment are available, there will be a chance for a cure. The main objective of 
this study was to use Particle Swarm Optimization (PSO) to improve the accuracy of several 
classification methods, namely Naive Bayes, C4.5, Support Vector Machine (SVM), and Neural 
Network (NN) to detect heart disease, hepatitis, kidney, and breast cancer. The method used in 
this research is the CRISP-DM model, with five stages. The data used were four disease data 
from UCI Machine Learning. This research shows that PSO can improve Naive Bayes, C4.5, SVM, 
and NN accuracy.  
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1. INTRODUCTION 

 
The increasing number of patients suffering from various diseases, and the impact and 

high cost of medical treatment have made the government or health communities seek 
prevention early. This valuable information can be found using artificial intelligence and data 
mining. 

Globally, cardiovascular disease and cancer are the leading causes of death worldwide. 
Cardiovascular disease is a disease caused by the heart and blood vessels' impaired function, 
such as coronary heart disease, heart failure, hypertension, and stroke [1]. One type of cancer 
that is very scary for women around the world is breast cancer. When breast cancer is detected 
early, and adequate diagnosis and treatment are available, there is a chance that it can be cured 
[2]. 

Chronic kidney disease (CKD) is a global public health problem with an increasing 
prevalence and incidence of kidney failure, poor prognosis, and high costs. Chronic kidney 
disease initially shows no signs and symptoms but can progress to kidney failure. Kidney disease 
can be prevented and managed, and the chances of getting effective therapy are greater if 
caught early [3]. 

Hepatitis is an infectious disease that is a public health problem, which affects the 
morbidity, mortality rate, public health status, life expectancy, and other socio-economic 
impacts [4] 

Data mining is a process that aims to find patterns automatically or semi-automatically 
from existing data in a database that is used to solve a problem [5]. Data mining has several 
techniques, including classification and clustering. Classification technique is a learning 
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technique used to predict the value of the target category attributes [6]. Classification aims to 
divide objects assigned only to one number of categories called class [7]. 

From a dataset consisting of several variables that affect disease, a pattern will be 
sought to detect or diagnose whether a patient is a patient or not. The detection of disease 
diagnoses will use data mining classification techniques. 

Several researchers have conducted studies on the same topic using the association rule 
[8] SVM and BPNN [9] for breast cancer detection [8], SVM, and Naïve Bayes for detection of 
liver disease [10], SVM and ANN for detection of Kidney disease [11].  

One of the challenges in analyzing disease is the large data size and multiple attributes. 
In order to improve the model's performance, it requires more big feature selection than other 
features. Some of the methods used for this are Particle Swarm Optimization (PSO) and Genetic 
Algorithm (GA). PSO gives better results than GA in terms of each criterion's fitness function 
value [12] [13]. Chung-Jui Tu et al. In 2007 used PSO and GA for attribute weighting. The results 
prove that PSO-SVM is superior with a faster computation time than GA-SVM [14]. So that PSO 
can maximize attribute weighting or attribute selection to improve the classification. 

Several other researchers have also proven that PSO has improved the classification 
method's accuracy in several different cases. Prisma Handayanna implemented SVM-PSO for 
diabetes prediction [15], and Junta Zeniarja in 2012 implemented SVM-PSO for opinion mining 
[16]. Farid Melgani and Yakoub Bazi in 2008 proved that PSO-SVM was superior to SVM, KNN, 
and RBF classifications for electrocardiogram signal classification [17]. Research on clove leaf 
classification conducted by Novichasari, SI (2015) proved that PSO is an attribute that enhances 
the relationship of SVM [18]. 

This study's main objective is to use PSO to improve several classification methods, 
namely C4.5, Naïve Bayes, SVM, and NN, to detect heart disease, hepatitis, Parkinson's, thyroid, 
breast cancer, and lung cancer. The experimental results will be compared so that the method 
with the best accuracy is known. 

This study's results can be used as the basis for making a decision support system in 
diagnosing disease, making it easier for doctors to determine the right treatment and care for 
their patients. Assist public health personnel in determining disease prevention methods in the 
short and long term. It also contributes to data mining methods in comparing or comparing 
several data mining classification algorithms for different cases or in the same case and by using 
different algorithms. 
 
2. RESEARCH METHOD 

 
The method used in this research is the CRISP-DM model.  

2.1 Business Understanding 

The increasing number of patients suffering from various diseases and the impact and high 
cost of medical treatment have made the government or health communities seek prevention 
early. This valuable information can be found using artificial intelligence and data mining. 

 
2.2 Data Understanding 

The data used were taken from the University of California Irvine (UCI) Machine Learning 
with the title Kidney Disease [19], Heart Disease [20], Breast Cancer [21], and Hepatitis [22]. The 
data obtained from the UCI is in the form of text with type txt. To be used in Rapid Miner, the 
data must be converted into a sheet of type CSV or xls. 
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Table 1. list of raw data 
No Data Set Name Number of Attributes The amount of data 

1. Kidney Disease 25 400 

2. Heart Disease 14 303 

3. Breast Cancer 9 286 

4. Hepatitis 19 155 

 
2.3 Data Preparation 

The classification model using Naïve Bayes and C4.5 cannot handle dependent 
labels/attributes in the form of numerics, so changes are made manually by changing the values 
in the dependent attribute, as shown in the following table: 

 
Table 2. Dependent attribute conversion 

No Data Set Name Atribut Dependent Initial Value Conversion 

1 Kidney Disease Class 1-2 y-n 

2 Heart Disease Target 0-1 y-n 

3 Breast Cancer Class recurrence events - no recurrence events y-n 

4 Hepatitis Class CKD-nonskid y-n 

 

The classification model using SVM and NN cannot handle type polynomial attributes. They 
cannot handle missing values so that the nominal attribute in all data sets is converted to 
numeric and eliminates all data containing missing values. The data processing uses Ms. Excel. 
So that the number of attributes and data in each data set has changed as follows: 

 
Table 3. List of datasets ready to be modeled 

No Data Set Name Number of Attributes The amount of data 

1. Kidney Disease 24 189 

2. Heart Disease 14 303 

3. Breast Cancer 10 286 

4. Hepatitis 17 129 

 

 

 

 

 

 

 

 

2.4 Modeling 

Then the data is processed in such a way that it is ready for modeling as below. 
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Figure 1. The proposed model 

2.4.1 Particle Swarm Optimization (PSO) 
Doctors Kennedy and Eberhart in 1995 introduced PSO as a global heuristic 

optimization method based on research on the behavior of groups of birds and fish [23]. Each 
particle is associated with the particles' speed moving through space at the speed of a 
dynamic search tailored to their historical behavior. Therefore, the particles tend to move 
towards a better search area during the search process [24]. The formula for calculating the 
velocity and velocity of a particle is : 

 

𝑉𝑖(𝑡) = 𝑉𝑖(𝑡 − 1) + 𝑐1𝑟1[𝑋𝑝𝑏𝑒𝑠𝑡𝑖
− 𝑋𝑖(𝑡)] + 𝑐2𝑟2[𝑋𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑖(𝑡)]           (1) 

𝑋𝑖(𝑡) = 𝑋𝑖(𝑡 − 1) + 𝑉𝑖(𝑡)                                                                                    (2) 

Vi (t) is the velocity of particle I during iteration t, Xi (t) is the position of particle i when 
iterations t, c1, and c2 are learning rates for an individual (cognitive) ability and social 
influence (group), r1 and r2 are random numbers uniformly distributed in the intervals of 0 
and 1, XPbest i is the best position for particle I, XGbest is the best position globally. 

In this study, PSO is used for attribute weighting. The flowchart of the proposed PSO 
implementation can be seen in Figure 2. 
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Figure 2. The proposed PSO attribute weighting model 

2.4.2 Naïve Bayes 
Naive Bayes is a statistical classification based on the Bayes theorem, which predicts 

the probability of class membership. Naive Bayes has been proven to have high accuracy and 
speed when applied to large databases [25]. 

The general form of the Bayes theorem is as follows: 
 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
           (3) 

X is data with an unknown class, H is data hypothesis X is a specific class, P (H | X) is the 
probability of hypothesis H based on condition X (posterior probability), P (H) is the 
probability of hypothesis H (prior probability). 
 

2.4.3 C4.5 
C4.5 is a development of the ID3 algorithm. Attributes of type numeric or continuous, 

which ID3 cannot handle, can be handled by C4.5. The root node selection is based on the 
highest Gain Ratio value, not on the highest gain value, such as ID3 [26]. For continuous 
attributes in C4.5, the data is divided by sorting the examples based on a continuous attribute 
A, then forming a minimum threshold M from existing examples from the majority class on 
each contiguous partition, then combining the adjacent partitions with the same majority 
class [27]. 
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2.4.4 Support Vector Machine (SVM) 
Problems in the real world are more non-linear. SVM is modified to solve non-linear 

problems by including kernel functions. The 𝑥⃗ data is mapped by the function Φ(𝑥⃗) to a 
higher-dimensional vector space. The hyperplane is used to separate the two classes [26].  

Usually, the transformation of the dot product Φ is unknown and very difficult to 
understand. Therefore the dot product calculation is replaced by the kernel function 

𝐾(𝑥𝑖⃗⃗⃗⃗ , 𝑥𝑗⃗⃗⃗⃗ ), which implicitly defines the transformation Φ. The Kernel Trick is formulated as 

below [22] : 
 

𝐾(𝑥𝑖⃗⃗⃗⃗ , 𝑥𝑗⃗⃗⃗⃗ ) =  Φ(𝑥𝑖⃗⃗⃗⃗ ). Φ(𝑥𝑗⃗⃗⃗⃗ )     (4) 

𝑓(Φ(x⃗⃗)) =  𝑤⃗⃗⃗. Φ(𝑥⃗) +  𝑏      (5) 
 

2.4.5 Neural Network (NN) 
NN adapts the human brain's neural network, consisting of a set of basic computational 

units called neurons. These neurons are connected through a weighted network and 
arranged in several layers. All neurons in the layer are connected exclusively from the 
previous layer and the next layer [28]. 

The similarities in principle between the workings of NN and the human brain are as 
follows [29]: 

• There is a learning process to acquire knowledge; 

• The knowledge gained is stored in the connections between neurons. 

 

2.5 Evaluation 

The validation process uses 10fold cross-validation; automatically, the data will be divided 
into two, namely 1/10 used as testing data and 9/10 for training data. 

 

2.6 Deployment 

This study's result is an analysis that leads to the Decision Support System (DSS) in 
diagnosing diseases, making it easier for doctors to determine the right treatment and care for 
their patients. 
 
3. RESULTS AND DISCUSSION 

 
There are four classification methods used: the Naïve Bayes algorithm, C4.5, SVM, and 

NN. The four methods are then combined with the PSO algorithm in attribute weighting using 
the Rapid Miner version 9.8.000 framework so that the attribute weights generated by the PSO 
will be seen. 

The NN model's highest accuracy results were achieved from the first modeling 
experiment that was carried out without using PSO. Each classification method used uses the 
default parameters. The results show that SVM and NN have competitively superior accuracy 
than others on all datasets. 
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Figure 3. Accuracy Without PSO 

 

 
Figure 4. AUC Without PSO 

From the graph above, it can be seen that the kidney disease data set is the ideal data 
because all the classification methods applied have an AUC value of more than 0.9, so that it can 
be categorized as having excellent performance. 

 
Next experiment with the classification model using the PSO attribute weighting, the 

results are in line with expectations, namely PSO is proven to increase the accuracy of all 
classification models on all datasets as shown in the figure below: 
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Figure 5. Increase In Accuracy 

 
From the information in figure 5, it can be seen that all classification models have 

increased accuracy in all datasets. The highest increase in accuracy occurred in the Hepatitis 
dataset, which has 17 attributes. 

 
Table 4. Results of Modeling Accuracy with PSO 

Dataset Without PSO With PSO 

Naïve Bayes C4.5 SVM NN Naïve Bayes C4.5 SVM NN 

Kidney Disease 95,26 96,3 96,3 96,8 98,42 99 97,4 98,4 

Heart Disease 81,18 74,6 82,1 82,2 84,16 80,9 84,5 85,5 

Breast Cancer 72,04 69,6 68,2 72,4 74,41 76,6 72,1 76,9 

Hepatitis 76,79 83,7 86,7 83 88,46 87,6 89,9 90,8 

 
 

Table 5. AUC results from modeling with PSO 
Dataset Without PSO With PSO 

Naïve Bayes C4.5 SVM NN Naïve Bayes C4.5 SVM NN 

Kidney Disease 
0,937 0,95 0,99 0,99 0,99 0,99 0,98 0,99 

Heart Disease 
0,891 0,69 0,9 0,91 0,77 0,9 0,9 0,77 

Breast Cancer 
0,729 0,61 0,7 0,69 0,66 0,68 0,68 0,66 

Hepatitis 
0,833 0,67 0,84 0,79 0,69 0,88 0,87 0,69 

 

The results of weighting attributes with PSO vary based on the classification method 
used. This is because the formula used to find the fitness function value is following the 
classification method used. If the attribute weight is "0," then the attribute does not affect and 
can be removed. The closer to the value "1", the attribute influences the classification. The data 
from the attribute weighting using PSO can be seen in Figure 6-9. 
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Figure 6. the results of the attribute weights with PSO from the hepatitis dataset 

 

 
Figure 7. the results of the attribute weights with PSO from the Kidney Disease dataset 
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Figure 8. the results of the attribute weights with PSO from the Heart dataset 

 

 
Figure 9. the results of the attribute weights with PSO from the Breast Cancer dataset 

 
4. CONCLUSION 

 
From the results and discussion above, it can be concluded that PSO has been shown to 

improve the accuracy of all Naive Bayes, C4.5, SVM, and NN classification methods used to 
detect disease in the four datasets used. This study's result is an analysis that leads to a Decision 
Support System (DSS) in diagnosing diseases, making it easier for doctors to determine the right 
treatment and care for their patients. Assist public health workers to determine disease 
prevention methods in the short and long term. 

For further research, you can try to use other optimization methods or apply them to 
other cases. 
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