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Abstract - Recommendation systems provide ways of directing users to items that may be relevant 
to them by guiding them to relevant items that will be suitable to the users according to their 
profiles. Collaborative filtering is one of the most successful and mature techniques of 
recommender system because of its domain independent ability. Bayesian Personalized Ranking 
Smart Linear Model (BPRSLIM) is model-based collaborative filtering (CF) recommendation 
algorithm that usually reconstructs a scanty user-item matrix directly; also, using only user-rating 
matrix usually prevents the algorithm from accessing relevant information that could enhance its 
recommendation accuracy. Therefore, this work reconstructs BPRSLIM user-item rating matrix via 
item feature information in order to improve its performance accuracy. Comprehensive 
experiments were carried out on a real-world dataset using different evaluation metrics.  The 
performance of the model showed significant improvement in recommendation accuracy when 
compared with other top-N collaborative filtering-based recommendation algorithms, especially in 
precision and nDCG with 30.6% and 22.1% respectively.  

Keywords: Recommender Systems, Bayesian Personalized Ranking, Smart Linear Model, Item 
features, Collaborative Filtering.  

 

1. INTRODUCTION 

Recommender systems (RS) usually take advantage of the user’s historical behaviors to 
suggest personalized ranked list of items to users [1]. RS could suggest items to user by using 
Collaborative Filtering (CF), Content-Based Filtering (CBF) or Hybrid Filtering (HF) techniques [2]. The 
emphasis in the present work is on collaborative filtering. CF utilizes the preferences of users and 
their similarities to generate reliable and personalized recommendations of items. The CF process 
of recommendation generation is illustrated in Figure 1. 
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Figure 1. Recommendation generation process in CF 

In recent time, CF is employed in evaluating very large number of commercial datasets [3, 
4]. The rating matrix used in collaborative filtering recommendation is often characterized by the 
items that users have rated [5]. For instance, supposing an online cinema site has 2.5 million movies, 
it means each user is identified by a Boolean feature vector of 2.5 million movie items. The score of 
every item is determined by whether a user has observed similar movie in the past. Usually, the 
score of 1-5 specifies that users have watched the movie while a score of 0 specifies that users have 
not watched the movie. When many users are involved, a matrix comprising all vectors that 
represent the users could be employed to capture all the movies that users have watched in the 
past. This is always referred to as user-item interaction matrix. Typically, most large-scale 
applications are often characterized with vast quantity of items and users. In such situations, when 
users have even given several ratings, the user-item interaction matrix remain very scanty, in other 
words, the quantity of ratings in the user-item interaction matrix whose score is not 0 are extremely 
few. This weakness is usually called sparsity of data problem [6, 7], and it has a significant negative 
effect on the efficiency of recommendation generation. As a result of sparsity, sometimes, 
correlation between two specific users is always equal to 0, making recommender system 
ineffective. At times for sets of users that are completely related, such correlation connection may 
sometimes not be dependable. Since response time is a critical factor employed to estimate the 
efficiency of recommendation systems. It becomes very vital to implement reliable algorithms, 
which has the potentials to handle this circumstance competently to produce very accurate 
suggestions. Generally, suppose that U represents users and I represent the set of items scored by 
a user U. The user-item matrix could be designated as |𝑼| × |𝑰| matrix, while the rating matrix is 
designated as M and the scores of the rating matrix is define as: 

               𝑴𝒊,𝒋 =  {
1 𝑜𝑟 1 … .5      𝑖𝑓 𝒊 𝑟𝑎𝑡𝑒𝑠 𝒋        

0               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     
         1 

The rating scale could be binary or be on a 5-level rating scale. In most real-life applications, 
the number of users |𝑼| and items |𝑰| are not always very high and as such, the rating matrix M is 
always very scanty. This means that most of the ratings in matrix M have a value of 0 as depicted in 
Figure 2. This is a major problem in recommender system, especially CF. 
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Figure 2. Sparse user rating matrix of a typical CF 

Since Bayesian Personalize Ranking Smart Linear Model (BPRSLIM) is a variant of 
collaborative filtering algorithm, it is also plagued with low-density user-item matrix which 
frequently makes recommendation generation inaccurate [8]. In order to combat this challenge, this 
work integrates item features into the Bayesian Personalized Ranking Smart Linear Method 
(BPRSLIM) algorithm in order to improve its predictive capability and hence provide more accurate 
recommendations. 
 

2. RELATED WORKS 

Current exponential progression of the internet and the evolving prominence of electronic 
commerce have increased the volume of datasets [9] and reduced the efficiencies of the information 
filtering tools essential to extract valuable information. Recommendation systems were specifically 
designed to assist in bridging the gap between information collection and analysis by sieving 
accessible information to deliver relevant results to the users. Collaborative filtering-based 
algorithm is perhaps among the highest generally and extensively applied methods for 
recommendation systems [10-12]. The underlying concept of this approach is that if users have 
similar rating pattern before, there is the probability that they will rate related items in the future. 
The strength of collaborative filtering lies in that fact that it does not need any prior domain 
knowledge before recommendation can be made. However, CF suffers from sparsity problems [13, 
14]. Sparsity of data is very common in real-word applications of CF because, most times the density 
of user-rating matrix is always extremely low which invariably leads to low representation of users 
within the matrix.  

Numerous approaches of hybrid techniques have been employed by researchers in solving 
this problem. For example, Yang et al. [15] used an item-based CF to address both the sparsity and 
scalability problem of CF, instead of using user correlation; they found correlation between the 
items previously accessed by the target user in view of the feedback given by the target user. In Xu 
et al. [16], a generative model that predicts user’s rating on previously unrated items was proposed, 
the model considers reviews alongside user hidden community and item groups relationship. Co-
clustering algorithm was thereby employed for simultaneous clustering of the variables in the 
model. Huang et al. [17], extended the conventional CF algorithm with a novel clustering approach 
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with a Hybrid CoClustering recommendation framework. The framework leverage sparsity by 
allowing users and items to be clustered into multiple groups and exploiting information from 
different sources such as rating matrix, user social network and knowledge base. You et al. [18] 
presented a technique to solve sparsity problem that used the combination of item clustering CF 
and the weighted slope. Wang et al. [7] solved the data sparsity of CF by using a cross-domain item 
embedding that is based on Co-clustering. 

Dimensionality reduction techniques was used by Bokde et al. [19] to enhance 
neighborhood-based CF effectiveness and quality by decreasing the dimensions of the user-item 
space directly. They map large dimensional input space into a low dimensional latent space. 
Advanced approaches of dimensionality reduction that have been implemented include Principal 
Component Analysis (PCA) [20], Singular Value Decomposition (SVD) [21-23], Latent Semantic 
Indexing (LSI) and Probabilistic Latent Semantic Indexing (PLSI) [24]. Tang and Harrigton [25] and 
Deng et al. [26] proposed another matrix factorization solution that employed a two-stage 
randomized matrix factorization to handle large scale CF where Alternating Least Square (ALS) or 
Stochastic Gradient Descent is not available. Hao and Zheng [27] worked on the implementation 
and matrix decomposition based on collaborative filtering task on x 86 platforms. 

Some attempts have been made to increase the performance accuracy of recommendation 
of CF with additional information. For instance, Zheng et al. [28] proposed ways to introduce 
contextual information into SLIM models in order to develop Contextual SLIM (CSLIM) models. 
Zheng et al. [29], their work pinpointed the significance of context similarity and integrated it into 
context-aware recommendation system. Zheng et al. [30] developed the contextual SLIM 
recommender techniques which were based on NBCF and MF by incorporating contextual 
information into the Sparse Linear Method (SLIM). The algorithms provided stability between 
efficiency and justification, and it was confirmed that CSLIM were more promising than context-
aware recommendation systems. Fan and Ning [31] addressed sparseness of data and user item 
heterogeneity difficulties of CF by building a joint local sparse linear model. The model was able to 
learn several local sparse linear models (SLIM) for each user and item in the system. Christakopoulou 
and Karypis [32] were able to integrate higher-order data into SLIM to find the item-item and 
itemset-item relationships. Liu et al. [33] presented a unique approach that mathematically 
exploited flat and hierarchical side information concurrently with mathematical coherence. Then, a 
combined framework called HIRE which can model side information from varied sources for 
improved recommendation was introduced. The approach reported showed great promised. Also, 
Deng et al. [34] presented a three-level neural variational collaborative filtering (NVCF).  In the first 
level, side information of user and item were integrated to mitigate sparsity of data problem of user 
rating matrix, in second level, a Stochastic Gradient Variational Bayes technique was used to 
estimate the range of latent user-item factors. The methods were reported showed significant 
improvement over the state-of-the-art hybrid CF and VAE-based approached. Also, Mahesh et al. 
[35] tried to improve the efficiency of collaborative filtering algorithm by introducing both user 
confidence and time context to the similarity measure techniques. They observed from the results 
of their experiments that there was performance accuracy improvement range of 16.2% in 
comparison with recent models. 

The essence of this work is to determine if integrating item features into BPRSLIM could 
significantly enhance its recommendation quality in such a way that it could produce a more 
accurate, diverse and personalizes recommendation which will also enhance user experience in 
recommendation systems. 
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3.  PROPOSED APPROACH 
This section discusses the proposed approach, BPRSLIM that integrates item features for 

improved recommendation accuracy.  

 
3.1. BPRSLIM with Item Features 

SLIM is an efficient algorithm for detecting item to item associations with the help of 
statistical learning [36]. It estimates the correlation matrix as a least squares task instead of finding 
it with existing similarity measures [37], such as Pearson, Cosine, Euclidean distance etc. It does this 
by solving a regularized optimization problem (Eq. 2) [38] in order to identify the best coefficient 
matrix 𝐶 for generating top-N recommendations of items to users. 

minimize
𝐶

=
1

2
║ 𝑀 − 𝑀𝐶║

2

𝐹
+

𝛽

2
║𝐶║

2

𝐹
+ 𝜆║𝐶║1                                (2)  

                                     𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   𝐶 ≥ 0,   𝑑𝑖𝑎𝑔(𝐶 = 0),   

When SLIM uses Bayesian Personalized Ranking (BPR) as its learning algorithm instead of 
the least squares learning algorithm, the algorithm is termed BPRSLIM. Figure 3 shows the BPRSLIM 
integrated with item features (IF), here, SLIM uses a variant of Bayesian Personalized Ranking (BPR) 
to calculate the coefficient matrix C instead of using the least squares learning method. The BPR is 
made up of optimization criterion (the BPT-opt) which optimizes the model parameters and a 
gradient based-learning technique for personalized item recommendation. Item features were 
introduced into the BPRSLIM model. This permitted both user-rating matrix RM and the item feature 
matrix IF to be replicated using similar sparse linear aggregation coefficient matrix. 

 
                        Figure 3. The BPRSLIM +IF 

                                     
In other words, the coefficient matrix C should satisfy the Eq. 3 as well as Eq. 4 
                                               𝑅𝑀~𝑅𝑀𝐶                         (3) 

and 
              𝐼𝐹~𝐼𝐹𝐶                       (4)  
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This is realized by learning the sparse 𝑛 × 𝑛 coefficient matrix C in Eq. (3 and 4) as the 
minimizer of the regularized optimization problem expressed as in Eq. 5. 

      minimize
𝑐
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                                     𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   𝐶 ≥ 0,   𝑑𝑖𝑎𝑔(𝐶) = 0),  

where ║𝐼𝐹 − 𝐼𝐹𝐶║
2

𝐹
  evaluate the level of fitness of C with the item attributes information.  𝛼 is a 

regularization parameter used to adjust the relative importance of the user-item rating, RM and the 
item attributes information IF whenever they are utilized in learning the coefficient matrix C.  To 

generate recommendation for user 𝑈𝑖  on item Ij, then,  𝑅𝑀̃𝑖𝑗 = 𝑅𝑀𝑚𝑖
𝑇𝑐𝑗.  C is learned from both 

RM and IF concurrently by employing IF to regularize the original BPRSLIM model. The constraint  
𝑑𝑖𝑎𝑔(𝐶) = 0) ensures that 𝑟𝑚𝑖𝑗  is not used to compute itself. Without such constraint, an item may 

recommend itself.  Also, the constraint 𝐶 ≥ 0 is put in place so that the learned C matches the 
positive aggregation over items. The algorithm for the BPRSLIM injected with Item Information is 
depicted in Table 1. 
 

Table 1. Algorithm for BPRSLIM with item attribute information 
BPRSLIM with Item Features 

1:  Input:  RM, IF, α, β, 𝛌 
2: Generate a coefficient Matrix C from RM, IF in (1) using BPT-Opt   criterion 
3: Learn C as a minimizer of the optimization problem in (equation 4) using LearnBPR (SGD) 
4: Generate recommendations of top-N ranked items to user from C 
    Stop 

 
In order to confirm if the proposed approach performs better than the existing approaches, 

we compare the proposed and existing approaches together as described in the following section.  

4. EXPERIMENTS 

4.1. Data Description 
The recommender model was tried on MovieLens 1 M rating data, it comprises of 1,000,209 

ratings of about 3,900 movies, generated by 6,040 MovieLens users. It is publicly available at 
https://grouplens.org/datasets/movielens/1m/, there are about 165 ratings per user and 256 
ratings per movie on average on a 5-star rating scale.  Table 2 describes the data used in the 
experiments. Also, within the datasets, every user has at least 20 ratings. A unique id identified every 
user and movie. The sparsity level of the rating matrix is 95.53% [39]. The MovieLens data does not 
contain any content attributes, therefore, the supplementary information was extracted from an 
external source. The item feature data frame consists of 18 variables (item features) and 6040 
observations (users). The dataset was normalized to achieve standardization.  
 

Table 2: Statistics of MovieLens (1M) experimental datasets 

Movie_dataset_info Analysis_of_the_dataset 

Date_Range 2000-2003 
Rating_Scale 1-5 stars scale 
No_of_Users 6,040 
No_of_Movie 3,900 
Total_Ratings 1,000,209 
Tag_info 0 
Sparsity_level 95.53% 
Density level 4.47% 

https://grouplens.org/datasets/movielens/1m/
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The dataset was randomly split into two parts, 80% to 20% split ratio. The model was trained 
with 80% while the remaining 20% split was utilized in evaluating the recommendation accuracy of 
the model. 
 
4.2. Experimental Settings 
1) Baselines: The proposed model (BPRSLIM+ IF) was compared with other models specified below 
in order to verify its effectiveness. 

 BPRSLIM: It is a SLIM that uses Bayesian Personalized Ranking (BPR) to learn the item-to-
item associations within the user-rating matrix to generate recommendations. 

 ItemKNN (Item k-nearest neighbors): It does not learn parameters, but form neighborhoods 
based on item similarities to generate recommendations. 

2) Evaluation Metrics 
Since users are always interested in a few top-ranked recommended items, top-n evaluation 

measures were utilized to examine the performance accuracy of the model. These measures include 
precision and nDCG. They are described as follow: 

 The precision measure gives the number of movies recommended that are relevant to user. 
It is defined as Eq. (6): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑅) =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑚𝑜𝑣𝑖𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑚𝑜𝑣𝑖𝑒𝑠
               6 

 nGCG estimates the capacity of the model to rank the movies recommended to user in 
correct order in which the user wants it. It is defined as Eq. (7): 

𝑛𝐷𝐶𝐺𝑟  =
𝐷𝐶𝐺𝑟

𝐼𝐷𝐶𝐺𝑟
               7 

3) Top-N recommendation experiments were performed using MyMediaLite application 
programming interface (API) version 3.11, an open-source software that contains library of 
recommendation system algorithms. In order to evaluate the performance of the proposed 
approach, Pre@k and nDCG@k were used respectively with varying number of recommendations, 
that is, different thresholds. 

 
4.3. Results and Discussion 

The results of the evaluation metrics at different thresholds (T) and cutoffs (CF) are shown 
in Table 3. The different points where BPRSLIM+ IF outperform the BPRSLIM and the ItemKNN 
algorithms are indicated in bold font in the table under different thresholds and cut-offs. As seen in 
the table, for different threshold and cut-off, BPRSLIM+IF outperform BPRSLIM and ItemKNN in 
precision and nDCG.  For example, at threshold 0 and cut-off 5, precision and nDCG were 30.6% and 
22.1% respectively, at threshold 0 and cut-off 10, precision and nDCG were 26.5% and 22.1% 
respectively. At threshold 3 and cut-off 5, precision and nDCG were 28.2% and 20.7% respectively, 
at threshold 3 and cut-off 10, precision and nDCG were 24.2% and 20.9% and finally, at threshold 4 
and cut-off 10, precision and nDCG were 19.0% and 19.4% and at threshold 4 and cut-off 20, 
precision and nDCG were 15.5% and 21.4%. 

The implication of these results is that the performance of BPRSLIM improves when it 
learned from both user-rating and item-feature matrices. It also showed the ability of BPRSLIM +IF 
to recommend items that are relevant to users in correct order in which the user would prefer it 
better than BPRSLIM only. 
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In Figure 4, it shows clearly that at threshold 0 and cut-off 5, BPRSLIM+ IF achieved the best 
performance with precision and nDCG at 30.6% and 22.1% respectively. It establishes the fact that 
at this specific threshold and cut-off, the BPRSLIM+IF can recommend relevant items that are 
interesting to users in the order in which they want it. 

 
Table 3: Comparison of the Performance of Top-N Recommendation Algorithms over BPRSLIM+IF 

 

 

 

Figure 4. Comparison results of the three models with respect to different thresholds and cut off s
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5. CONCLUSION 
      CF techniques depend on the quantity of available information. BPRSLIM is a variant of model-
based top-N collaborative filtering technique. Although, it generates recommendations fast but 
usually the quantity of rating in its user-item matrix is always very scanty as against the quantity of 
ratings that are needed to generate reliable recommendations. This is because users do not always 
have interest to rate enough items. This always leads to very poor and unreliable recommendations 
of items to users. This work integrates item features into Bayesian Personalized Ranking Smart 
Linear Model (BPRSLIM) in order to improve its recommendation capability. The performance of the 
model showed significant improvement in recommendation accuracy when compared with other 
top-N item-based collaborative filtering recommendation algorithms over evaluation metrics such 
as Precision and nDCG with the best performance at 30.6% and 22.1% respectively. Therefore, the 
model can be integrated with existing collaborative filtering tools to alleviate sparseness problems 
and hence provide reliable recommendations of items to users in different domains. 
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