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Abstract - The application of increasing technology developed explicitly in the health field 
would significantly have an urgent role in guaranteeing quality service. Application deep data 
mining techniques classifier method, one among them used for classify something possibility, 
for example for classification disease. Dengue Hemorrhagic Fever is a disease caused by the 
dengue virus biting the Aedes aegypti mosquito. Meanwhile, Typhoid Fever is a disease caused 
by the bacterium Salmonella typhi. The second disease could attack all types of circles, fine 
children or mature ones. The second disease is almost the same symptom, so a proper 
diagnosis is needed to differentiate it. Study this applies the Naive Bayes algorithm to classify 
Dengue Hemorrhagic Fever and Typhoid Fever using 250 yield data test blood routine 
hematology at Tugurejo Hospital. Attributes used in the study, age, type sex, temperature, 
leukocytes, erythrocytes, hemoglobin, hematocrit, platelets, anti-dengue IgG, anti-dengue 
IgM, salmonella typhi o and salmonella Typhi h. The Naïve Bayes method is one of the 
techniques that can be used to perform analysis in determining the diagnostic results from a 
number of data studied with the aim of producing optimal results. The use of the Naïve Bayes 
method in this application is due to the probability that the accuracy value of the Nave Bayes 
method is close to the accuracy value of the experts.[12] The results of testing the Naive Bayes 
method using a confusion matrix show Recall value is 97.62%, Precision is 93.89%, accuracy is 
93.33%, and Error Rate is 6 %. It can be concluded that this method is suitable for classifying 
Dengue Hemorrhagic Fever and Typhoid Fever and can be applied in studying this. 
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1. INTRODUCTION 
 

 

Dengue Hemorrhagic Fever (DHF) and Typhoid Fever are health problems frequently in 
Indonesia. Dengue Hemorrhagic Fever is more known society-wide by the term DHF (Dengue 
Fever) [1], while Typhoid Fever with term disease typhoid [2]. Sufferer DHF (Dengue 
Hemorrhagic Fever) and Typhoid Fever are getting worse year the increase, got attack children 
and adults. For Dengue Hemorrhagic Fever (DHF) and Typhoid Fever (TF) sufferers. No quick 
given treatment could raise death. Because the effort to limit the death from disease is 
significant, many people or sometimes doctors wrongly diagnose Dengue Hemorrhagic Fever 
or Typhoid Fever because the disease has almost the same features causing something so hard 
for analyze. 

One method of prevention is with diagnosis right disease. Dengue Fever or Dengue 
Haemorhaege Fever (DHF) is one type of disease caused by the dengue virus, which is carried 
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by the Aedes aegypti mosquito as well marked with bleeding and tendencies, raising patient 
mortality. Typhoid fever is one type disease infectious infection acute attack small intestine 
caused by the bacteria salmonella typhi [3] 

Research conducted by Shaufiah and Boby Siswanto [4] applies the IST-EFP algorithm 
to identify Dengue Hemorrhagic Fever (DHF) and Typhoid Fever (TF) disease with the use of 
results laboratory from hospital. Based on research that has been conducted could conclude 
that IST-EFP capable algorithm reduces dimensions on the dataset without changing the 
meaning of that dataset. 

In a study by Ulva et al. [5], applying a different algorithm that is deep C4.5 algorithm 
classification Typhoid fever and dengue hemorrhagic craze produced an accuracy of 91.875%. 

The naive Bayes algorithm is applied algorithm in prediction probability. Temporary 
Therefore, the Bayesian classification is one classification statistic that can predict class from 
possibility, got assumed that effect from the score given attribute class is independent of 
attribute other [6] . 

Application with data mining methods as support in giving doctor's decision for 
diagnosis hit it risk Dengue Hemorrhagic Fever and Typhoid Fever. Data mining is required in 
the study because [7] data mining is a deep process of collecting and processing purposeful 
data to extract information necessary to the data.[13] The algorithm used in the study is the 
Naive Bayes algorithm. The Naive Bayes Algorithm is a classifier method that applies 
calculation probability [8]. 

Based on the background back that has been exposed before, this study's goal is to 
classify types of Dengue Hemorrhagic Fever, and Typhoid Fever with the use naïve Bayes 
algorithm based on yield data test hematology has been analyzed. 

 
2. RESEARCH METHOD 

 

 
 

 

Figure 1. Proposed method 
 

Fig. 1, explains that the first thing to do is data collection from selected Typhoid Fever 
and Dengue Hemorrhagic Fever datasets to know existing characteristics and features. For the 
second stage, the processing is carried out by collecting data on Typhoid Fever and Dengue 
Hemorrhagic Fever. Find and clean data from incorrect data or double. For stages next, the 
third stage, the data set is divided into a training subset and a test subset which will be applied 
in arranged classification and evaluation of models.[12] For the last stage, the purpose of type 
learning from the Naïve Bayes algorithm used was conducted as an evaluation. 
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2.1. Data Sets 
Results data test used writer take is the result data test blood routine hematology 

taken at the Tugurejo Regional General Hospital Semarang amounted to 250 data, including 
data with 141 results diagnosis[9] positive disease dengue hemorrhagic fever and 109 positive 
disease typhoid. Data below this is an example from the data taken by researchers. 

 
2.2. Pre-processing 

At stages, this conducted preprocessing step to eliminate duplicate data and non-data 
filled perfectly. Data that has been preprocessed already corresponds to driven data modeling. 

 

2.3. Naïve Bayes Classifier Model 
In stages, a classification algorithm based on the Naïve Bayes Classifier is implemented 

in classifier models [10]. A reason to study this using based naïve Bayes algorithm because easy 
and fast for implemented [9] . The preprocessed data set is divided into a training data set and 
a test set with a ratio of 90: 10. The training set is performed to train the model, and the test 
set is used to validate the model results. Data training is done as input to the naïve Bayes 
algorithm. The results of this stage will be formed a training model, which is the stage where 
machine learning takes place to study the input data set and then correlate the processed 
features sample output.[14] This training model will later be used to run data tests through an 
algorithm to determine the accuracy of the model that has been formed. 

 
2.4. Test set Input 

For models that have trained, stages Next are validating it. Test datasets will conduct a 
process with the same steps as the training set for model validation.[15] The results of 
calculations testing will be compared with training results to calculate model accuracy sourced 
results from calculations against a backdrop of test inputs. If the prediction results are the 
same as the observed output, then the effects of classification accuracy increase; otherwise, 
the resulting error will increase. Count model accuracy with compare results calculation testing 
with results training. 

 

2.5. Evaluation 
Evaluation is done in the study to prove the accuracy of the data on the proposed 

model [11]: 
 

 

where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False 
Negative. 

 
2.6 Flowchart Sistem 

The initial step of the system is to input test data. Then, the training data will first be 
calculated the mean and standard deviation. Next, calculate the probability from the training 
data. After obtaining the mean, standard deviation and probability of the training data, the 
next step is to calculate the posterior from the test data. Calculation of the posterior test data 
using the mean, standard deviation and probability of the training data. If the posterior value 
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has been obtained, the next step is the classification of the test data using naïve Bayes. After 
the classification of the test data has been obtained, the accuracy of the classification results is 
calculated. The final stage is storing the test result data, if not stored then it returns to the 
process posterior count. 
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3. RESULTS AND DISCUSSION 
 

The study aims to classify the type of Typhoid Fever and Dengue Hemorrhagic Fever 
based on the parameters and results of hematologists. In this case, 12 parameters are used in 
the experiment to classify Typhoid Fever and Dengue Hemorrhagic Fever. Based on the results 
test show that algorithm learning the Naïve Bayes machine can be conducted with good 
obtained results accuracy up to 93.33%, with 97.62% recall value and Precision of 93.89%. This 
shows that the Naïve Bayes model perfectly classifies Typhoid Fever and Dengue Hemorrhagic 
Fever. 

This study aims to design a classification model for the diagnosis of Typhoid Fever and 
Dengue Hemorrhagic Fever. In the research conducted, the classifier model applies the data 
set. It consists of 250 data, with details of 141 results diagnosed Dengue Hemorrhagic Fever 
and 109 results diagnosed positive where is typhoid. That data set has a total of 12 
parameters. Among these parameters in the study are age, sex, temperature, leukocytes, 
erythrocytes, hemoglobin, hematocrit, platelets, anti-dengue IgG, anti-dengue IgM, salmonella 
typhi o, and salmonella typhi h. 

 

Figure 3. Result display 

 
4. CONCLUSION 

 

 

The destination of the study is to develop a deep model classification of Typhoid Fever 
and Dengue Hemorrhagic Fever using the Naïve Bayes algorithm with 12 parameters based on 
the results of the test blood hematology routine. Based on results testing in research that has 
been done, found results classification diagnosis Typhoid Fever and Dengue Hemorrhagic 
Fever using the naïve Bayes algorithm achieves score accuracy of 93.33%, meanwhile value on 
recall 97.62% while for value at an error rate of 6% and value for the Precision of 93.89%. 

Based on results obtained _ showing that the Naïve Bayes Classifier model is excellent 
in classifying Typhoid Fever and Dengue Hemorrhagic Fever and gives support decisions in 
diagnosis to the patient. 
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