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Abstract - Heart failure is a type of disease that has the largest number of patients in the 

world. Based on information from the data center, there were 229,696 people with heart 

failure in 2013. Lack of public knowledge about what indications of a person having heart 

failure make the main cause not handled properly by heart failure patients. In this study, 

data classification was carried out using KNN algorithm because it has a simple calculation 

and has a fast time. This study only uses 12 attributes, while the previous study compared 6 

algorithms with 13 attributes from 299 data. The highest algorithm with 94.31% accuracy 

by Random Forest while KNN had an accuracy rate of 86.95% with the same data. In this 

study, the accuracy of the sample data was compared between 20 data and 299 total data. 

Both of them have different accuracy. 20 sample data has an accuracy rate of 89.29% while 

299 data has an accuracy rate of 96.66%. 
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1. INTRODUCTION 

 
Heart failure is the number one deadly disease in the world, if not handled properly it 

will cause death [1]. Heart failure causes hospital admissions to increase by approximately 
6.5 million per year [2]. 

According to doctor's diagnosis at the Indonesian Center for Data and Information, heart 
failure affected approximately 530,068 people in 2013 [3]. Heart failure has a high potential 
in the future. A slowing heart rate indicates worsening heart failure [4]. Heart failure 
sufferers will easily get tired and short of breath when doing activities [5]. A person with 
heart failure has several differences from other heart sufferers, namely shortness of rest 
and activity, also easy fatigue [5]. 

Lack of public knowledge about heart disease is the highest factor causing the increase 
in heart failure sufferers [6]. This is because people do not know the symptoms of heart 
failure, so they do not take further treatment in overcoming the disease. The severity of the 
disease depends on the patient's quality of life. Many analyzes on the quality of the 
sufferers were carried out so as to reduce heart failure based on physical abilities and 
disease duration [7].  
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Heart failure is a condition in which the heart is unable to flow / pump blood to the 
tissues in the body, while the flow to the heart is still running with a fairly high intensity [8], 
[9]. Therefore, the researchers propose to classify heart failure.  

The purpose of this research is that the public can find out what the indications are for 
heart failure. Researchers will use the k-nn (k-nearest neighbors) algorithm because this 
algorithm has the simplest problem solving [10], [11]. In the previous research, the 
researcher made a prediction of failure disease by comparing 6 algorithms, namely Random 
Forest, Decission Tree, KNN, SVM, ANN and Naïve Bayes. The highest accuracy results using 
RF with a combination of sample testing techniques, resulting in an accuracy of 94.31% [9]. 
Meanwhile, in this study, researchers will use KNN for the classification process.  

 

2.  RESEARCH METHOD  

2.1.  The used data  
 Data were taken from UCI Machine Learning. The data used has a total of 299 records 

with 12 attributes. Consisting of age, anemia, diabetes, ejection fraction, high blood 
pressure, plateles, serum creatine, serum sodium, sex, smoking, time. 

 
Table 1. Data Heart Failure Clinical Process 
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1 75 0 0 20 1 265000 1.9 130 1 0 4 1 

2 55 0 0 38 0 263358 1.1 136 1 0 6 1 

3 65 0 0 20 0 162000 1.3 129 1 1 7 1 

4 50 1 0 20 0 210000 1.9 137 1 0 7 1 

5 65 1 1 20 0 327000 2.7 116 0 0 8 1 

…. 90 1 0 40 1 204000 2.1 132 1 1 8 1 

….. 75 1 0 15 0 127000 1.2 137 1 0 10 1 

299 75 1 0 15 0 127000 1.2 137 1 0 10 1 

 

2.2.  Classification 

 Classification is a process to describe and distinguish certain classes in order to 
be used in predicting data based on labels from classes whose labels are not yet known 
[12]. There are several classification algorithms used, namely K-nn, Decision Tree, Naïve 
Bayes, etc. Some of these algorithms have different calculation and prediction methods 
according to their function. The classification process is used to determine the values 
that often appear based on K objects [13]. 
 

2.3.  K-NN (K-Nearest Neighbors) 
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 K-Nearest Neighbors is a simple data mining algorithm to solve problems in 
classification [10]. K-nn includes instance-based learning [12]. instance-based learning is 
also called lazy learn because it is used for learning in machine learning [14]. 

Yusra stated that the results of the classification process using Knn can be seen 
from the classes that often appear based on the number of k distance to the nearest / 
closest neighbor [15]. The stages of the k-nn process are [16]: 
 
1. Enter the k value to be used. 
2. Enter the data to be classified. 
3. Select a random number of k class centers from the data 
4. Calculate the distance that approaches the data member  
5. The data with the closest distance will be selected as a prediction. 
 

K-nn processes by finding the distance between two points, testing and training. 
then the distance equation process will be carried out. The distance equation is called 
the Euclidean distance. The equation of the Euclidean distance is in equation 1 [13]. 
 
 

𝑑(𝑥,𝑦) = √∑ (𝑥𝑥 − 𝑥𝑦)2𝑛
𝑟−1         (1) 

 

d (x, y)  : Euclidean distance 
xi  : training data 
xj  : test 
 
2.4.  The Accuracy  of calculation data 

After the data through the training and testing process, the data accuracy will be 
calculated. The accuracy process is a process to determine the level of accuracy and 
performance of the dataset [17]. Accuracy calculations need to be done for determining 
the final result. The accuracy of the process results will be calculated using equation 2 
[18]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑎𝑡𝑎

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎
𝑥100        (2) 

 

2.5. The System Design  
      The system is created using the Rapidminer application. Rapidminer is a data 
mining simulation application designed based on blocks called operators which have 
several actions and processes, making the process easier [19]. 
      The system design is made by first looking for data and then entering it in 
rapidminer. In Rapid Miner, data is processed in classification using the KNN algorithm. 
The system planning flow is shown in Figure 1. 
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Figure 1. flowchart system planning 

 

3. RESULTS AND DISCUSSION 

Heart failure clinical record data used in this study amounted to 299. The data 
were obtained from Uci Machine Learning with 13 attributes. 

3.1 Implementation of the algorithm K-Nearest Neighbors  
To calculate manually, researchers took 20 data samples from the 299 data 

used. After the sample data is determined, it is followed by the calculation of the 
Euclidien distance for each data. The 20 data is divided into testing and training, for the 
test data used is the 1st data shown in table 2. 

Table 2. Data test   
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582 
 

0 
 

20 
 

1 
 

265000 
 

1.9 
 

130 
 

1 
 

0 
 

4 
 

1 
 

 

Data test is data used to test the accuracy of all data The number of k used is 3. K = 3 is 

used because k = 3 has the optimal result. If the closest distance to the training data is little, 

then the probability does not have another possibility to enter another class. The higher the k 

will decrease [20]. Calculating the Euclidien distance: 

 

𝑑(𝑥,𝑦) = √∑ (𝑥𝑥 − 𝑥𝑦)2𝑛
𝑟−1     (3) 
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(𝑑1,2) = √(55 − 75)2 + (0 − 0)2 + ⋯ . . +(6 − 4)2    

(d1,2) = 7461,95 

The process is carried out sequentially from the first data to the 21st data. The results 

of Euclidien Distance and rank are shown in table 3. 

Table 3. Results of Euclidien Distance and rank 
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1 75 0 0 20 1 265000 1.9 130 1 0 4 1 1 

2 55 0 0 38 0 263358 1.1 136 1 0 6 1 1 

3 65 0 0 20 0 162000 1.3 129 1 1 7 1 1 

4 50 1 0 20 0 210000 1.9 137 1 0 7 1 1 

5 65 1 1 20 0 327000 2.7 116 0 0 8 1 1 

6 90 1 0 40 1 204000 2.1 132 1 1 8 1 1 

7 75 1 0 15 0 127000 1.2 137 1 0 10 1 1 

8 60 1 1 60 0 454000 1.1 131 1 1 10 1 1 

…. ….. … … … … …. …. …. …. … …. … … 

…. ….. … … … … …. …. …. …. … …. … … 

20 48 1 1 55 0 87000 1.9 121 0 0 15 1 1 

 

Table 3 shows that using the 1st data as testing will produce the euclidien 
distance value according to the calculations carried out. after the data is calculated the 
data will be ranked by looking for the nearest 3 value. The 3 closest values can be seen 
in table 4.  

Table 4. Results of closest k 

no age anemia …. Death Event Ecluidien rank 

16 82 1 …. 1 218000,097 1 

8 60 1 …. 1 189000,1935 2 

20 48 1 …. 1 178000.0061 3 

 

To predict whether the results of the data from testing 1 include patients who 
died or not, see table 4. The three closest values are death event 1 (yes). The calculation 
process is carried out until the 20th sample data.     
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Table 5. Prediction results 

no age Anemia Diabetes … 
Death 
Even 

prediction 

1 75 0 0 .. 1 1 

2 55 0 0 … 1 1 

3 65 0 0 … 1 1 

4 50 1 0 …. 1 1 

5 65 1 1 …. 1 1 

6 90 1 0 …. 1 1 

7 75 1 0 …. 1 1 

8 60 1 1 … 1 1 

9 65 0 0 …. 1 1 

10 80 1 0 …. 1 1 

11 75 1 0 …. 1 1 

12 62 0 0 …. 1 1 

13 45 1 0 …. 1 1 

14 50 1 0 …. 1 1 

15 49 1 0 …. 0 1 

16 82 1 0 …. 1 1 

17 87 1 0 …. 1 1 

18 45 0 0 …. 1 1 

19 70 1 0 …. 1 1 

20 48 1 1 …. 1 1 

 

The results of the Euclidean distance from the calculation and reduction are 
shown in table 5. In calculating the accuracy, the researcher calculates the true and false 
data. 

20 − 1

20
𝑥 100 =  95%            (5) 

 

3.4. Implementation of KNN in Rapid Miner 

 

Figure 2. Design 



Journal of Applied Intelligent System (e-ISSN : 2502-9401 | p-ISSN : 2503-0493)  
Vol. 6 No. 1, 2021, pp. 1 – 9     

 
 

7 
 

For implementation in Rapid Miner, the researcher conducted two experiments 
for sample data and population data. The process design of the rapidminer is shown in 
Figure 2. The next step is the accuracy process of sampling data and population data 
used. The accuracy results of the sampling data can be seen in Figure 4, which has an 
accuracy value of 95% and has the same error location in the 15th data sample. 

Table 6. results of data sampling accuracy in rapidminer 

Accuracy : 89.29 % 

 True1 True0 Class precision 

pred1 25 3 89.29% 

Pred0 0 0 0.0% 

class recall 100% 0%  

 

Table 6 shows the accurasy of 20 data samples. it has an accuracy of 89.29%. 
The accuracy of 299 data is shown in table 7. It has an accuracy of 96.66%. From the two 
tables, it shows that 299 data has a higher accuracy than 20 data. 

Table 7. the results of the accuracy of all data. 

Accuracy : 96.66 % 

 True1 True0 Class precision 

Pred 1 96 10 90.57% 

Pred 0 0 193 100% 

class recall 100% 95%  

 

 Comparison of the results of data accuracy from tables 6 and 7 can be seen in 
Figure 1 below. Table 6 consists of 20 sampling data, while table 5 consists of all data, 
namely 299 data. Figure 3 shows that the accuracy data of 299 data from table 7 has a 
higher accuracy than data of 20. 

 

Figure 3. Comparison of accuracy between 20 dan 299 data  

4. CONCLUSION 

From the heart failure data, it can be concluded that the Knn has high accuracy 
even with a simple and fast calculation. The accuracy obtained from the data is 96.66%, 

20 data 299 data

accuracy 89% 97%

84%

86%

88%

90%

92%

94%

96%

98%

accuracy
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compared with previous studies, with 13 attributes and now only using 12 attributes. 
The level of accuracy in this study has increased from 86.95% to 96.66%. These data 
shows a better degree of accuracy than 13 attribute. By not doing resample tests, the 
result would be higher and only uses 12 variables. For further research, validation can be 
done more than once. It can be improved in terms of process, not only for classification. 
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