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Abstract - Utilization of students’ academic data to produce information used by management in 
monitoring students’ study period on Information System Department. Multiple linear regression 
methods will produce multiple linear regression equations used for estimating students’ 
graduation equipped with the prototype. According to analysis carried out by using nine variable 
SKS1, SKS2, SKS3, SKS4, IPS1, IPS2, IPS3, IPS4, and the number of repeated courses of 2008 to 2012 
the multiple linear regression equation is Y = 13.49  +  0.099 X1  + (-0.068) X2 + 0.025 X3 + (-0.059) 
X4 + (-0.585) X5 + (-0.443) X6 + (-0.155) X7 + (-0.368) X8 + (-0.082) X9. From the equation, there is 
an error of MSE and RMSE that is equal to 0.1168 and 0.3418. The prototype uses a PHP-based 
program using sublime text and XAMPP. The prototype monitoring the students’ study time in this 
research is very helpful if supported by management. 
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1. INTRODUCTION 

Academic data is a set of data that contains the results of the learning activities during students 
studying. The student academic data can be in the form of student identity, achievement index of 
each semester, the cumulative achievement index, time of furlough, the number of courses taken 
each semester, graduation period, the length of a student's study and others. The use of the 
academic data in university is still less than maximum except as database of the university, the 
data is used only for administrative data to complete the accreditation of university. The number 
of academic data will be directly proportional to the number of students each year. From the 
result of observation and literature study, academic data can be used optimally to support the 
improvement of the university. A Large number of academic data can be processed into highly 
useful information. One of the utilization of academic data is the data can be used as a model 
system development planning at each college. Some research on prediction of students’ 
graduation rates at the university are Predicting the time of students’ graduation with 4 attributes 
the registration way, the hometown, the previous school, and index of achievement. The result of 
this research is the value of the accuracy of 82.32% included in the category of good classification 
of Naive Bayes Classifier method [1]. Jaccard Coefficient method was used to predict the time of 
graduation produce accuracy levels in this study is 80.65% [2]. Estimating the time of students’ 
study by using the combination of Bayesian network algorithm with k-nearest neighbors method. 
Analyzing the prediction of students’ graduation based on an index of achievement in the first 2 
semesters, a score of the national exam, majors at school, graduate school, the registration way to 
university [3]. Based on several studies in the top of one of the utilization of academic data the 
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researchers will try to do research on decision-making system model to estimate the time period 
of a student's study uses data mining algorithms by taking advantage of academic data of 
Information System Department of Dian Nuswantoro University. The estimation time of 
graduation will show when the student will graduate using multiple linear regression. Student 
graduation rates may affect Information Systems Department Accreditation. It thus will be seen in 
the number of students who get in compared to the number of students who have graduated in 
one generation. 

2. RESEARCH METHOD 

The processing of the data can use statistical techniques, mathematics, machine learning and 
artificial intelligence to dig up information that can be used [4]. By using methods to find patterns 
and relationships of data which has a large size are called data mining. The use of Linear 
Regression Estimation methods can determine the pattern of formulas to be used to determine 
the chances of a new data estimation student study period. Contains a description of the methods 
to be used. Data that have been acquired is still a row Data to be analyzed further needs to be 
done sorting the data referred to preprocessing. Data that are not needed is removed so as not to 
affect the outcome of the analysis. The determination of testing Data used for testing models of 
linear regression equation produced from the training data. Distribution of training data by 70%, 
while data on testing 30% of the dataset [5]. Predictor variables (X) are a variable that affects 
other variables (independent variables). Criterion variable (Y) is a variable that is affected by other 
variables (the dependent variable). Determining the estimation formula of linear regression 
equation based on the results of the identification predictor and criterion obtained a linear 
regression equation. The equation will be used in the estimation of the level of graduation 
students’ of Information System Department. 

Y = b0 + b1X1 + b2X2+ b3X3+ b4X4+ b5X5 + b6X6 + b7X7 + b8X8 + b9X9 + b10X10  (2.1) 

Where: 
 Y = Dependent variable (Dependent) 
 X = Independent variable (Independent) 
 bo = Constanta 
 b1...bn = Regression direction coefficient 

By using the equation above, estimation of the graduation rate of Information System Department 
student can be performed with multiple linear regressions method [6]. Validation Mean Square 
Error (MSE) and Root Mean Squared Error (RMSE). The good prediction result is if the value of MSE 
produced shows little value, or smaller when compared with the results of other prediction 
methods of calculation. The smaller the number showed by MSE, the higher the accuracy of 
estimation result [7]. The small value of RMSE will show that variation value generated by the 
estimating equations approaches the value of observation. Errors in estimating a model is a middle 
value in the square root RMSE. The mathematical formula is written as the following equation [8]. 
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Figure 1. Flow implementation methods 

Unified Modeling Language (UML) is one of the visual programming language used to create 
model and express system using diagrams and supporting texts [9]. UML is used to make a 
temporal design for the prototype. The prototype that is part of information systems can already 
be used, but only as an example of early models which will be improved to be easily used by the 
user [10]. The programming language used Hypertext Preprocessor (PHP) and MySQL. 

 

Figure 2. Chronology of the development of implementation methods 

 

3. RESULTS AND DISCUSSION 

3.1  Calculation Of Multiple Linear Regression 

Multiple linear regression calculations begin by preprocessing the data that is by Eliminating 
Attributes, eliminating records, and data cleansing. Preliminary data of student of Information 
Department Dian Nuswantoro University starting in the class of 2008 to 2012 amounted to 1753 
records obtained from the Center for Information Data. The data set is generated from the 
preprocessing stage acquired a number of 1000 record. Then the data is divided into two those are 
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training data total 700 records and data testing total 300 records. The following attributes are 
used in this study: 

Table 1. Use of Attributes 

Attribute Notation Attribute Notation 

Estimates passed in the semester to Y IPS 2 X6 

SKS 1 X1 IPS 3 X7 

SKS 2 X2 IPS 4 X8 

SKS 3 X3 The number of subjects to repeat      X9 

SKS 4 X4 constants A 

IPS 1 X5 The regression coefficient b1....bn 

 

The general equation on multiple linear regressions so that the equation to calculate the 
estimation of students’ graduation as follows: 
Y = b0 + b1 (SKS 1) + b2 (SKS 2) + b3   (SKS 3) + b4 (SKS 4) + b5 ( IPS 1) + b6 (IPS 2) + b7 ( IPS 3) + b8 ( IPS 
4) + b9 (repeated courses) 

Creating a multiple linear regression equation to calculate the estimated graduation which will be 
produced in accordance with the stages of the multiple linear regression equation the least square 
10 variable as follows: 

1 700b0 + 13973b1 + 14621b2 + 14064b3 + 14125b4 + 1829.81b5 + 1838.44b6 + 1907.77b7 + 
1917.1b8 +  282b9   =   6469 

2 13973b0 + 279983b1 + 292243b2 + 281216b3 + 282212b4 + 36653.91b5+ 36826.58b6 + 
38247.71b7 + 38378.86b8 + 5563b9   =   129005 

3 14621b0  +  292243b1  +  309549b2  + 295904b3  + 296203b4  + 39103.8b5  + 39060.29b6  + 
40468.12b7  + 40598.22b8 + 5280b9   =   133732 

4 14064b0  +  281216b1  +  295904b2  + 287242b3  + 286075b4  + 37265.36b5  + 37654.65b6  + 
38915.25b7  + 39048.3b8 + 4994b9   =  128900 

5 14125b0  +  282212b1  +  296203b2  + 286075b3  + 290253b4  + 37211.7b5  + 37445.71b6  + 
39222.72b7  + 39209.83b8 + 5329b9   =  12953 

6 1829.81b0 + 36653.91b1 + 39103.8b2 + 37265.36b3 + 37211.7b4  + 5108.0119b5  + 5021.3866b6  
+ 5178.5277b7  + 5181.6186b8 + 576.87b9 = 16344,77 

7 1838.44b0 + 36826.58b1 + 39060.29b2 + 37654.65b3 + 37445.71b4 + 5021.3866b5 + 
5145.0118b6 + 5233.654b7 + 5232.601b8 + 518.47b9 = 16275,83 

8 1907.77b0 + 38247.71b1 + 40468.12b2 + 38915.25b3 + 39222.72b4 + 5178.5277b5 + 
5233.654b6 + 5539.7919b7 + 5435.1557b8 + 601.2b9 = 16867,31 

9 1917.1b0 + 38378.86b1 + 40598.22b2 + 39048.3b3 + 39209.83b4 + 5181.6186b5  + 5232.6016  + 
5435.1557b7  + 5435.1557b8 + 581.07b9  =  17166,23 

10 282b0  +  5563b1  +  5280b2  + 4994b3  + 5329b4  + 576.87b5  + 518.47b6  + 601.2b7  + 581.07 b8 

+ 780b9   =  2948 
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The next step is to change the equation into the form of a matrix by multiplying the result with the 
least squares vector column b0; b1; ...... B9. 

 

Figure 3. Regression coefficient matrix multiplication 

AB = H  
B = A-1 H 
Where : 
A   = Matrix ( is known ) 
H = Vector columns ( is known) 
B = Vector columns ( not known ) 
A-1  = Reverse ( inverse ) from matrix A 
 
To obtain inverse matrix A is then performed operation element line between matrix A and the 
identity matrix, thus the matrix to the left became identity matrix then identity matrix on the right 
will become inverse matrix. 

 

Figure 4. A matrix multiplication with the identity matrix 
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The result of inverse matrix multiple with ΣY, ΣX1Y, ΣX2Y, ΣX3Y, ΣX4Y, ΣX5Y, ΣX6Y, ΣX7Y, ΣX8Y, ΣX9Y 
and resulting value of multiple linear regression equations as below: 

 

Figure 5. Inverse matrix multiplication with H (vector column) 
 

Equation (Y) multiple linier regressions to determine estimation of graduation student of 
Information System Department used equation as follow: 
Y = 13.49  +  0.099 X1  + (-0.068) X2 + 0.025 X3 + (-0.059) X4 + (-0.585) X5 + (-0.443) X6 + (-0.155) 

X7 + (-0.368) X8 + (-0.082) X9 
 
3.2 Evaluation and Validation 
Mean Square Error (MSE) and Root Mean Square Error (RMSE) are the methods used in this model 
test. Calculating using Microsoft Excel by input the 300 testing data. Using the equation above the 
resulting in MSE and RMSE value respectively are 0.1168 and 0.3418. According to some 
references stated that the greater the result of RMSE value, the accuracy model is less accurate. 
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3.3 Prototype Design 

The Use Case design is an actor’s activity diagram in prototype to observe the actor’s activity in 
carrying out the prototype. 
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4. CONCLUSION 

The results of data processing by using data mining algorithms of multiple linear regressions 
produce a model equation (Y) multiple linear regression to determine the estimation graduation of 
Student of Information System with 9 independent variables X1 is SKS1; X2 is SKS2; X3 is SKS3; X4 
is SKS4; X5 is IPS1; X6 is IPS2; X7 is IPS3; X8 is IPS4; X9 is repeated courses. 1000 data was used as 
sample data where the data was obtained from 2008 to 2012 generation on Information System 
Department produce an equation below: 
Y = 13.49 + 0.099 X1 + (-0.068) X2 + 0.025 X3 + (-0.059) X4 + (-0.585) X5 + (-0.443) X6 + (-0.155) X7 
+ (-0.368) X8 + (-0.082) X9 
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