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Abstract – Person re-identification is a mechanized procedure of video investigation which has 
been widely studied in contemporary years. Research problems that are often raised in the field 
of a person's re-identification research are characteristic representations that are easily 
affected by closure (abhorrent to other objects). Furthermore, after extracting local features by 
means of a boundary box, the background image still contains and does not focus on the 
human body parts. This study comes up with a method combination of CNN, SVM classification, 
and semantic segmentation. CMC (Cumulative Matching Characteristics) and mAP (mean 
Average Precision) are measurements of assessment that will be utilized to measure the 
operation of re-identification. The ResNet + SVM + SSP-ReID technique performed best in the 
Market dataset, with a CMC increase of 3-10% (rank-1 through rank-20). The Market and 
CUHK03 (D) datasets both showed improvements of 1-4.1% in mAP.  
 
Keywords Person re-identification; Feature extraction; CNN; SVM; Semantic segmentation; 
 
1. INTRODUCTION 

 
Person re-identification is a fundamental technology of intelligent video surveillance, 

and has been deeply explored in the last several years [1]. Finding the same individual within a 
set of images from many cameras is the aim of person re-identification [2]. Human video 
monitoring demands a significant amount of resources and time, which negatively impacts the 
effectiveness of the surveillance [3]. Consequently, by using the re-identification process, 
inspection quality can be improved naturally and significantly [4].  

The earliest phase of person re-identification was reported in 1997, and it expanded 
quickly around 2008 [5]. Both academic and business environments utilize person re-
identification for purposes including safeguards, location-based tracking, and gesture 
investigation. Person re-identification has additional applications in several areas of 
automation, criminology, and digital media [3]. Due to the expanding demand for open 
security and camera frameworks in open places, person re-identification is becoming more 
prevalent [6].  

When different methods are used for person re-identification, the overall procedure is:  
1) the input of images, 2) the segmentation of images, 3) the extraction of local features, 4) the 
representation of features, 5) the storage of features, 6) Identification of individuals and things 
in the picture [7]. Normally derived from public data, input data is in the form of an image of a 
person. Then, image segments separate objects from the background and divide the human 
body area [8]. When specific body positions are selected, local feature extraction is 
comparatively superior to global feature extraction [9]. The entire image is utilized in order to 
get the feature representation [10], and computations are performed using many color 
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schemes [7]. Files can serve as storage functions, including research experiments [11]. In order 
to identify individuals and objects in an image, it is necessary to locate people and determine 
the object types [12].  

CNN is the most often suggested technique for creating feature representations [13], as 
demonstrated by its efficiency in visual categorization with massive-scale [14]. A unique kind of 
neural network called a CNN is used to handle image input in the form of a matrix [15]. The 
advancement of person re-identification research has been affected by CNN-based learning 
techniques [11]. The CNN model is utilized as a result of its exceptional performance [10]. 
Meanwhile, because deep learning methods require a lot of data access, there is generally a 
difficulty with significant annotation (data labeling) [11].  

The problems with existing methods are spatial changes in the CNN model [16] and feature 
extraction for each image, which does not obtain knowledge from image pairs [17]. The CNN 
method has the advantage of parameter sharing, which can reduce the number of unique 
parameters and increase the network size without the need for an increase in training data 
[15]. However, CNN has weaknesses in models that experience spatial changes [16]. Spatial 
transformers networks can solve the problem of spatial changes in CNNs by explicitly spatially 
manipulating the data in the network [16]. Siamese Convolutional Neural Network (S-CNN) is 
superior in performance to most deep learning architectures, because S-CNN can progressively 
reduce the width of the feature map in the image, without reducing the height of layers 4 to 6 
[17]. However, S-CNN has a weakness in feature extraction for each image which does not gain 
knowledge from image pairs [17]. 

Several related studies use CNN and SVM methods for feature extraction and classification. 
Varior et al. [17] proposed the Matching Gate method to overcome the weaknesses of S-CNN 
which were discussed previously. Zhong et al. [18] proposed a Feature Aggregation Network 
(FAN) method that can perform CNN feature extraction at many levels on a pair of images. 
Zhang et al. [19] proposed a Sample-Specific SVM method that can learn a suitable classifier 
for each person during the training stage. Kalayeh et al. [20] proposed the Human Semantic 
Parsing for Person Re-identification (SPReID) method, which uses semantic segmentation as an 
alternative to bounding boxes, for local feature extraction. Zheng et al. [21] which can reduce 
the effects of pose estimation errors and detail loss during PoseBox creation. 

The contribution in this research is applying two additional methods (SVM and semantic 
segmentation) to the CNN method. The SVM method, especially the linear SVM model, was 
proposed because it can express the maximum difference between two classes [19]. 
Meanwhile, the semantic segmentation method was proposed because it is accurate down to 
the image pixel level, and is more tolerant of changes in human body movement position 
compared to bounding boxes [36]. The aim of the SVM method combined with CNN is to 
complement CNN in terms of solving binary classification problems. So, in this research, the 
CNN method will be applied, which uses SVM classification and uses semantic segmentation 
for local feature extraction. This is done to solve the problem of feature extraction for each 
image without knowledge of image pairs, thereby producing more accurate predictions. 

 
2. RESEARCH METHOD 

 
2.1.  Proposed Method 

This research was carried out using a quantitative approach and experimental 
methods. As shown in Figure 1, the proposed additional methods have been marked with 
colors and dotted arrows. In the initial stage of data processing (Pre-processing), the semantic 
segmentation method is added. Meanwhile, at the classification stage, the SVM method was 
added. 
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In the diagram shown in Figure 1, there are six main stages of the method proposed in 
this research. In the first stage, image datasets (CUHK03, Market, and Duke) are prepared first. 
The second stage, pre-processing is carried out on the image using image resizing and semantic 
segmentation techniques. The third stage, training and testing data from pre-processing 
results using the CNN method. The fourth stage, feature extraction by applying the CNN 
method from the training and testing results. The fifth stage, classification uses the SVM 
method from the feature extraction results. In the sixth stage, the identity of the same person 
is matched to be re-identified. CNN and SVM are combined by adding SVM as an output 
receiver from the CNN model.  

 
2.2.  Datasets 

The datasets used in this research come from public datasets: CUHK03, Market1501 
(Market), and DukeMTMC-reID (Duke). These three image datasets are often used for Person 
Re-identification research. Figure 2 shows several images that were selected as a dataset 
sample. The CUHK03 dataset has 14,096 images consisting of 767 identities of training data, 
and 700 identities of testing data. The Market dataset has 32,668 images consisting of 751 
identities of training data, and 750 identities of testing data. The Duke dataset has 36,411 
images consisting of 702 identities of training data, and 702 identities of testing data. 

 
 
 
 
 
 

Dataset 
 

Training Data 
 

Testing Data 
 

Feature Extraction 

Pre-processing 

Classification 

Matching for Re-ID 

Semantic segmentation 

SVM 

Image resize 

CNN 

Figure 1 Research Flow of the Proposed Method 
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2.2.  Pre-processing 
The image will be processed first before entering the next stage. The pre-processing 

techniques used are resizing and semantic segmentation. The resizing technique involves 
changing the size of the image to be smaller than its original size, so that it can be used in the 
CNN architecture. Meanwhile, the semantic segmentation technique is carried out after the 
image resizing stage to divide areas of the human body. 

An outline illustration of image processing is shown in Table 1. The original sample 
image, measuring 61 x 204 pixels, was resized to 64 x 128 pixels. After that, a semantic 
segmentation technique was carried out on the image to give different colors to each member 
of the human body (head, upper body, lower body, and shoes). So, in the result of semantic 
segmentation, the body parts of a person can be distinguished from each other. The 
environmental background around that person can also be properly marked by the darkest 
color. 

Table 1 Pre-processing stage 

 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
2.3.  CNN (Convolutional Neural Network) 
 Feature extraction in this research uses the CNN method. Image features are extracted 
at the testing stage to calculate the similarity of image pairs [22]. The pre-trained CNN-based 
model applied for feature extraction is ResNet50 which has been trained on the CUHK03, 
Market, and Duke datasets. Figure 3 shows the feature extraction process from image samples. 

Original image 

(61 x 204) 

Result of image resize 

(64 x 128) 

Result of semantic 

segmentation 

   

Figure 2 Dataset Sample 
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Semantic & Saliency detection is carried out on each image. Then feature extraction is carried 
out based on the type of detection that has been carried out. Semantic global feature 
extraction produces features in the form of human body parts separately. Meanwhile, Saliency 
global feature extraction produces features in the form of objects that can be used as clues to 
the image. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The framework of the Resnet50 model is shown in Figure 4. The ResNet50 process 

flow generally consists of five stages. In the first stage, convolution is equipped with batch 
normalization, Relu layers, and max pool. Meanwhile, the second to fifth stages are structured 
by convolution blocks and identity blocks. Each convolution block has 3 convolution layers and 
each identity block also has 3 convolution layers. After the fifth stage before output, average 
pool is used to calculate the average value of each filter shift in max pool. In the final step, 
flattening (feature map reshaping) in the form of a multidimensional array needs to be 
transformed into a vector, so that it can be used as input for the Fully-Connected (FC) layer. 
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Figure 3 Feature extraction stage 

Figure 4 Resnet50 Framework Model  
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2.3.  Framework of Proposed Method 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

As shown in Figure 5, there is a general flow of the proposed research method 
framework (ResNet + SVM + SSP-ReID). First, objects in the image are detected using two 
methods separately: saliency and semantic parsing. Saliency detection can identify objects that 
are unique or attract human attention for the first time visually [23]. Semantic parsing 
detection can divide human images into semantic parts that contain important information 
[24]. Second, the detection results are processed by the main CNN network (ResNet), which 
has two sub-networks (subnets): S-ReID (Saliency) and SP-ReID (Semantic Parsing). The two 
subnets have the same architecture as CNN's main network, namely ResNet. Third, there is a 
combination of features on each subnet. The S-ReID subnet functions to obtain global features 
from unique objects in the image. The SP-ReID subnet functions to obtain global features in 
the semantic area [25]. Fourth, classification is carried out using the SVM method. Learning 
strategy from SVM by maximizing the classification interval. The result of the training process 
is to make the correct category score higher by at least one interval, compared to the incorrect 
category score. Then, at the final stage of this framework flow, combined features from the 
SSP-ReID and SVM methods are produced. 

 
2.4.  Evaluation Metric  

Re-identification performance is measured using two evaluation metrics: Cumulative 
Matching Characteristics (CMC) and mean Average Precision (mAP). CMC evaluation aims to 
calculate the accuracy and probability of the correct identity appearing at the top 1, 5, ..., k 
ranks (rank-k) in a collection of images [26]. Meanwhile, mAP evaluation aims to calculate the 
average precision value of all images that are matched with training data. In Table 2, there is a 
formula for mAP and CMC calculation: 

 

Semantic 
Detection 

  Baseline CNN (ResNet) 

                 Saliency-guided (S-ReID) subnet 
 

Combination of Saliency features 
 

       Semantic parsing-guided (SP-ReID) subnet 
 

SVM 

Combination of Semantic Parsing features 
 

Saliency 
Detection 

Feature of  
SSP-ReID + SVM 

Figure 5 Proposed method framework developed from R. Quispe et al. [25] 
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Table 2 Formula of evaluation metric 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Based on Table 2, three formulas of Precision, Recall, Average Precision are used as the 
basis formulas of mAP and CMC. Both Precision and Recall formulas are focused on the 
calculation of true / false in prediction results. True Positive (TP) is the number of positive 
samples that the model can successfully detect. While False Positive (FP) refers to the number 
of negative samples that incorrectly classified as positive. False Negative (FN) refers to positive 
samples that were incorrectly categorized as negative. While True Negative (TN) shows the 
model's correct identification of negative samples. The formula of Average Precision is used to 
calculate the sum of Recall and Precision, which is averaged by the class number. While mAP 
and CMC formulas were already explained in the previous paragraph. 
 
3. RESULTS AND DISCUSSION 

 
For the CUHK03 dataset, CUHK03-NP (New Protocol) dataset was used, which consists 

of two sub-datasets: CUHK03 (D) - Detected and CUHK03 (L) - Labeled. After testing, accuracy 
results were obtained, as shown in Table 3. 
  

Parameter Formula 

Precision 
 
 

 

 

Recall 
 
 

 

 

Average 
Precision 

 

 

Mean Average 
Precision 

 

 

Cumulative 
Matching 
Characteristics 

 

 

Table 3 Test results from previous research and current research 
 

Method 

Dataset 

Market CUHK03 (D) CUHK03 (L) Duke 

mAP 

(%)  

rank-1  

(%) 

mAP 

(%)  

rank-1  

(%) 

mAP 

(%)  

rank-1  

(%) 

mAP 

(%)  

rank-1  

(%) 

ResNet [27] 72.9 88.1 52.9 55.6 56.7 58.8 62.1 77.7 

ResNet +  

SP-ReID [25] 

72.4 87.8 53.5 56.2 55.5 57.3 62.7 78.0 
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Based on Table 3, the test results obtained from research [25] show an improvement 

compared to previous research [27]. The combination of S-ReID and SP-ReID (SSP-ReID) 
methods proposed by research [25] shows better results, when compared with research [27]. 
Results on the Market dataset increase up to 3% for mAP values, and 1.2% for rank-1 values. 
Results on the CUHK03 (D) dataset increased up to 4.2% for mAP values, and 3.8% for rank-1 
values. Results on the CUHK03 (L) dataset increased up to 2.2% for mAP values, and 1.8% for 
rank-1 values. Results on the Duke dataset improve by 4% for mAP values, and 2.4% for rank-1 
values. 

As shown in Table 3, for the current research on the ResNet + SVM + SSP-ReID method, 
better results were obtained compared to the ResNet + SSP-ReID method in research [28]. The 
improvement is especially visible when tested with the CUHK03 (L) dataset. Results on the 
CUHK03 (L) dataset for the current study show an increase in mAP values of up to 1.6%, and an 
increase in rank-1 values of up to 1.3%. The ResNet + SVM + SSP-ReID method also obtained 
improved results, when compared with the ResNet method in research [27]. The results on the 
Market dataset have increased by up to 1% (mAP), and 0.3% (rank-1). The results on the 
CUHK03 (D) dataset increased by up to 4.1% (mAP), and 3.7% (rank-1). The results on the 
CUHK03 (L) dataset increased by up to 3.8% (mAP), and 3.1% (rank-1). Results on the Duke 
dataset have increased by up to 1.3% (mAP), and 0.8% (rank-1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6 The CMC curve results from the best performance of each dataset 

ResNet +  

S-ReID [25] 

73.0 87.6 53.4 56.0 54.4 55.9 63.1 78.9 

ResNet + SSP-

ReID [25] 

75.9 89.3 57.1 59.4 58.9 60.6 66.1 80.1 

ResNet + SVM  52.4 70.9 29.9 30.6 42.7 43.0 22.6 38.2 

ResNet + SVM 

+ SP-ReID 

56.1 74.1 26.7 26.3 35.4 35.6 46.3 64.9 

ResNet + SVM 

+ S-ReID  

55.7 73.5 39.7 39.3 43.5 45.2 46.3 66.2 

ResNet + SVM 

+ SSP-ReID 

73.9 88.4 57.0 59.3 60.5 61.9 63.4 78.5 
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All ranking results from the Market, Duke, CUHK03 (D), CUHK (L) datasets are taken by 
one method per dataset with the best performance, as shown in Figure 6. The best 
performance of the four datasets was obtained with values ranging from 59.3% to 88.4%. All of 
these performance values can be achieved with a combination of the ResNet, SVM, and SSP-
ReID methods. In the CUHK03 (D) and CUHK03 (L) sub-datasets, from the main CUHK03 
dataset source and the same method (SSP-ReID), it produces almost the same recognition rate 
in the value range of ± 80-85% from rank-5 to rank-10 . Apart from that, the two sub datasets 
from rank-1 to rank-5 experienced an increase in the rate range of ± 59.3% to 80%. The two 
sub datasets CUHK03 (D) and CUHK03 (L) at rank-10 to rank-20 experienced an increase in the 
rate range of ± 85% to 92%. Since the initial performance of rank-1 to rank-20, the trend on 
the curve has experienced a relatively parallel increase in the two methods: SSP-ReID Market 
(green) and SSP-ReID Duke (dark blue). The lowest value range of the two methods is rank-1, 
namely between ± 78% to 88%. This indicates that at rank-1 of the lowest value range for the 
two methods there is a rate increase of around 10%. Meanwhile, the highest value range for 
the two methods is rank-20, namely between ± 95% and 98%. This indicates that at rank-20 of 
the highest value range for the two methods, the rate increased by around 3%. 

 
Table 4 Saliency detection sample 

Original image Saliency area from 

original image 

The result of saliency 

area which is placed on 

top of the original image 

 

 

 

 
 

 

 

 

 

 
Table 4 shows the saliency detection images obtained from the current research 

sample. The sample consists of two images that have different perspectives, but still refer to 
the same person. The clues in the image are an orange backpack and a white trouser, which 
are marked in the white area using saliency detection. Then, when the detection results are 
combined with the original image, distinctive characteristics can be seen on the two objects 
(bag and trousers). Even though these samples show different bag positions and were 
recorded from two different cameras, saliency detection in the final stage can still identify the 
same person from two different images. 
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Table 5 Semantic parsing detection sample 

Original 

image 

Semantic area on the human body 

Complete 

body  

Head  Upper body  Lower body  Shoes 

      

      

 
There is a sample of semantic parsed images in Table 5 obtained from current 

research. This sample shows two images of the same person from different perspectives. All 
semantic regions are marked in white, and the background is black. Semantic parsing can 
recognize all human body objects and divide them into five body parts (semantic regions), 
consisting of the head, upper body, lower body, and shoes. In the second original image 
example, from the shank to the right shoe is blocked by the front of a car, but the semantic 
parsing method is able to handle this occlusion (obstacle). As a result, the car is perceived as a 
separate object with a color that matches the black background. 

 
4. CONCLUSION 

 
The addition of the SVM method to CNN, semantic segmentation, and saliency 

produces a combination of proposed methods for this research. Experiments have been 
performed on four methods on each tested dataset (Market, CUHK03, and Duke). The general 
research results from this experiment show that the ResNet + SVM + SSP-ReID method has the 
best performance compared to the other three proposed methods. Specifically in the Market 
dataset, the ResNet + SVM + SSP-ReID method can outperform the other datasets, increasing 
the CMC by 3-10% (ranks 1–20). While the mAP of Market and CUHK03 (D) datasets, both 
improved by 1-4.1%. Based on those performance data summaries from the experimental 
results, it can be concluded that the combination of these three methods has an impact in 
terms of increasing the performance of recognition rate, and mAP of all datasets that have 
been tested. The problem of feature extraction for each image that does not obtain knowledge 
from image pairs in the S-CNN algorithm, can be solved when the CNN, SVM, semantic 
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segmentation and saliency methods are applied in this research. The SVM method added to 
this research can separate matching image pairs from all images that do not match. The 
saliency method can extract global features from unique objects in the image. The semantic 
segmentation method can perform global feature extraction in semantic areas. 
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