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Abstract - The huge impact caused by the COVID-19 pandemic has made many people express 
their opinions on Twitter social media. There are various responses given by the community that 
are negative and positive. The dataset comes from kaggle with more than 750 tweets of data. 
Classification designed by the Naive Bayes method. Implementation through preprocessing, 
case folding, tokenizing, stopword removal, TF-IDF, and cross validation has been able to 
produce quite high accuracy. After classification, validation will be carried out with Cross Fold 
Validation. The best value is on cv5 where accuracy = 0.847, precision = 0.855, recall = 0.83, and 
f1 score = 0.842. 
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1. INTRODUCTION 

 
One of the efforts that are reported to be effective in dealing with COVID-19 is to provide 

vaccinations. However, there is no vaccine that can fight this virus effectively and safely because 
there is still little information about this virus [1]–[3]. The government has also taken an 
approach in dealing with the COVID-19 emergency, which varies widely, but there are two main 
types of policies, namely policies to strengthen the capacity of the hospital system, and policies 
aimed at reducing the possibility of the virus, such as lockdowns and social distancing [4]. The 
positive impact of this pandemic period is that people are becoming more aware of existing 
technologies such as the use of online meeting media and the use of social media. 

Social media is an online platform for communicating and interacting remotely without 
the need to be limited by space and time [5]–[7]. Social media is also a platform where we can 
get various information. There are several social media that have been popular and used by most 
people across the country and it was recorded that in January 2021, the total users of social 
media reached 4.2 billion. Some social media that have many users include Facebook, Instagram, 
Whatsapp, Youtube, Twitter etc. One of the functions of social media is the microblog function, 
which is a new service in blogging, because microblog is an answer to the anxiety of users who 
want faster speeds through their smartphones. Twitter belongs to a type of social media that 
allows the general public to post their ideas, reviews of others where they may know each other 
[8]. A feature of Twitter that allows us to share our opinions is tweets. These Tweets are a source 
of data which, if handled properly, will be able to produce a variety of useful information such 
as conducting public sentiment analysis on the COVID-19 virus. 

Sentiment Analysis is a technique of extracting text data that is used to receive 
information about a sentiment whether it has positive, neutral, and negative values [9]. 
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Sentiment analysis can be used for various opinion data, such as customer satisfaction data and 
data on an assessment of a performance. The Naive Bayes algorithm method is the algorithm 
that will be used for this research. Naive Bayes algorithm [9] is a classification method that uses 
probability techniques. This algorithm will perform calculations on a set of probabilities by 
adding up the frequencies and combinations of a dataset. 
 
 
2. RESEARCH METHOD 

 
2.1.  Previous Research 

Several studies that have been done previously on sentiment analysis using the Naive 
Bayes Classifier algorithm. A study using Naïve Bayes to see community perception on smooking 
behavior [10]. In this study, it is explained that the selling price of cigarettes in Indonesia in 2017 
has increased. Therefore, the authors of this study try to look at the polemic of the selling price 
of cigarettes that are reported to have increased using the sentiment analysis method. The 
author uses the twitter platform as a test material for his analysis to find out whether the public 
is more inclined to positive or negative sentiment, or will be more neutral, so that the results of 
the analysis, the government is expected to determine its policy on the polemic of rising 
cigarette selling prices. In this research, the author uses the Naive Bayes Classifier data mining 
algorithm by performing data preprocessing with tokenizing, cleansing, normalization, and case 
folding stages. neutral by 85% with the Naive Bayes Classifier classification. Another study has 
been done to classify of the corona virus using Naïve Bayes [11]. It was explained that the corona 
virus that occurred for the first time in Indonesia was on March 2, 2020, which originated from 
Wuhan, China in December 2019. This virus quickly spread to all corners of the world. The author 
realizes that the topic of this pandemic has become a trending topic on the Twitter platform. By 
utilizing the tweet feature of twitter. There are various kinds of public responses ranging from 
positive, negative, and neutral comments. Therefore, the author wants to conduct a sentiment 
analysis on COVID-19 using tweets as a dataset. In its design, Edigia Yuni Savitri uses the Naive 
Bayes Classifier data mining algorithm. In the design using the preprocessing method, starting 
with case folding, tokenizing, stemming. After going through the preprocessing process, the 
weighting process is carried out using the Term Frequenzy – Inverse Document Frequency (TF-
IDF) technique and cross validating. In the design the author gets the highest accuracy of 
90.825%. 

 
2.2.  Data Mining 

Data mining is a knowledge mining procedure or the extraction of potential, implied, 
and unknown information from a set of data [3], [12]–[15]. Data Mining [12], [16] has several 
advantages, namely it can handle large amounts of data, and has high dimensions. There are 
several types of Data Mining techniques, namely: 

1. Description: a technique that performs Data Mining by describing the definition and 
trend of patterns contained in the dataset owned. 

2. Estimation: a technique that is almost the same as classification, but the target variable 
is more directed to numerical data than to categories. 

3. Prediction: in prediction, data mining is tasked with predicting unknown values in the 
future. 

4. Classification: is a technique that has a target variable category, such as long, medium, 
and short. 

5. Clustering: this technique collects records, observes, and forms classes of objects that 
have similarities. 
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6. Association: is a technique that has the task of finding attributes that come out at one 
time. 

2.3.  Text Mining 
Text is a means of exchanging information. Text Mining is an analysis process by 

conducting a continuous data mining and using certain methods in its application. Text Mining 
mines data in the form of text originating from documents [14], [16]–[19]. The initial text data is 
partially unstructured text data. Therefore, we need a processing technique called data pre-
processing so that text data becomes structured. Data pre-processing serves to make text data 
that was originally unstructured into structured data. Some examples of data pre-processing 
stages that are often used are tokenizing, stopword removal, and stemming [10]. 

 

2.4.  Sentimen Analysis 
Sentiment Analysis, also known as option mining, is a computational study of the 

analysis of emotions, opinions, evaluations, attitudes, judgments, sentiments, and subjectivity 
of all forms of text. Sentiment analysis is also considered as an opinion mining and is a 
continuous field of research that lies between various fields such as Data Mining, Natural 
Language Processing (NLP), and Machine Learning whose task is to focus on extracting 
sentiments in a sentence based on its content [2], [20]–[22]. Sources of data from sentiment 
analysis can be found at: 

1. Opinions or opinions on blogs, microblogs or forums. 
2. Posting on social media. 
3. Electronic mail. 
4. Comment on articles, issues, trending topics or reviews. 
Sentiment analysis of data is very useful for expressing opinions from the masses or 

groups, it is used as a helping tool for companies by observing customer responses to products 
being sold. As has been done in previous studies, this technique can be used as a tool to observe 
how the audience responds to the film that is currently showing or is used to observe the public's 
response to political issues or artists that are currently circulating. This technique is used to find 
people's sentiments by respecting the source of a particular content [12]. 

 
2.5.  Term Frequency – Inverse Document Frequency  

Term Frequency – Inverse Document Frequency (TF-IDF) [23], [24] is a method used to 
weight the relationship of a word (term) to a document. TF-IDF combines two term weighting 
concepts, namely Term Frequecy (TF) or the frequency of occurrence of a word. in a specific 
document and the Inverse Document Frequency (IDF) the frequency of the inverse document 
that has the word. Term Frequency is. This method will calculate the weight of each token t in 
document d [13]. The formula for the TF-IDF method is as follows: 

𝑖𝑑𝑓𝑡 = log (
𝐷

𝑑𝑓𝑡
) (1) 

w(𝑡, 𝑑) = 𝑡𝑓(𝑡, 𝑑) ∗ 𝑖𝑑f (2) 
Information: 
tf = how many words are searched in a document 
D = total of all documents 
df = total documents that have term t 
IDF = Inverse Document Frequency (log2(D/df)) 
d = d document 
t = t-th word of keyword 
W = weight of the d-document to word ke-t 
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2.6. Naive Bayes Classification 
The Naive Bayes Classifier (NBC) [2], [14], [25] algorithm is used for data classification. 

Naive Bayes Classifier is a classification algorithm based on Bayes theorem. This theorem was 
put forward by a British scientist named Thomas Bayes. Naive Bayes is a machine learning 
method that uses probability and statistical calculations. This algorithm shows excellent 
predictive performance and achieves comparable results with other classification methods such 
as decision trees and artificial neural networks. Naive Bayes bases its classification on a 
simplification estimate that the value possessed by an attribute is conditionally independent of 
each other if given a value that is output or expenditure. The advantage of using the Naive Bayes 
algorithm is that this method uses training data that is not large to be able to determine the 
approximate size of the dataset needed in the method for processing its classification. Naive 
Bayes in the process can work more accurately in the state of our world [14].  

 
2.7. Data Collection 

At this stage of data collection, data collection uses a dataset obtained from the kaggle 
dataset provider site with the name "Coronavirus tweets NLP - Text Classification" with the site 
address https://www.kaggle.com/datatattle/covid-19-nlp-text-classification. This dataset is 
publicly accessible. This dataset was created by someone named Aman Miglani. Aman Miglani 
pulls data from Twitter and performs manual tagging. This dataset consists of 779 rows and has 
several columns such as Location or the origin of the location of a tweet, Tweet at column or 
tweet date. The Original Tweet column or the content of the tweet, and the Label column which 
contains several sentiments such as whether a tweet is positive or negative, and others. 

 
2.8. Proposed Method 

Figure 1. Research Stages 
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The first research stage is data acquisition by collecting data and information, the second 
is tokenization which sends the data via an API call called a token then the data set is ready to 
be managed into new information and displayed in a bar chart. After that, parse the word into 
basic words in the stemming process, next is to find unimportant words in the data and so on 
the unimportant word is removed after that it is weighted and separated again and the last is 
the Confusion Matrix used to measure the performance of the classification model in machine 
learning. 

 

 

3. RESULTS AND DISCUSSION 

 
In this research, the writer uses Naive Bayes Multinomial variation. Multinomial Naive 

Bayes is a variation of Naive Bayes which assumes that all attributes will be related to each other 
given the class attributes, and ignores the dependencies between attributes [15]. Furthermore, 
after the data goes through the Naive Bayes classification method, the writer makes a Confusion 
Matrix, which is one of the calculations to measure the performance of the model used by the 
author, namely sentiment analysis using the Naive Bayes method. After getting the Confusion 
Matrix we can find out the number of True Negative = 75, False Negative = 11, True Positive = 
60, and False Positive = 10. Then after finding the True Negative, False Negative, True Positive, 
and False Positive values we can determine the accuracy of Naive Bayes classification modeling 
used as in Figure 2. 

 

 
Figure 2. Confusion Matrix 

 
Where : 
TN (True Negative) = the actual calculation results and the algorithm classify negative 
TP (True Positive) = the actual calculation result and the algorithm classify positive 
FN (False Negative) = the actual result is positive but the algorithm classifies it as 

negative 
FP (False Positive) = the actual result is negative but the algorithm classifies positive 
 
Accuracy is an illustration of how strong the model that has been designed in the data 

classification process is correctly. From the calculations above, the writer can conclude that the 
accuracy obtained from the classification of sentiment analysis using the Naive Bayes method is 
0.865 or 87%. Precision is a representation of the accuracy of the requested data with the 
prediction results that have been given by the algorithm that has been made. The precision of 
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the calculation that has been done gets a value of 0.857 or if it is rounded it will be 86%. 
Sensitivity or what is called Recall from the success of the model in finding information data 
later. After calculating the recall from the Naive Bayes method used, the recall value was found 
to be 0.845 or 85% if rounded up and multiplied by 100%. F1 Score is a representation of the 
average comparison of recall and precision that has been weighted. The results obtained from 
the calculation of the f1 score above can be done after getting the precision and recall values 
first. Once known, it can be calculated from the f1 score which is worth 0.8509 or if it is rounded 
and multiplied by 100% it is 85%. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
 (3) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)
 (4) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)
 (5) 

𝑓1 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥
(𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (6) 

 
The Validation process has the aim of conducting a test of the results of the Naive Bayes 

classification that has been carried out to measure the performance of the system that has been 
created. The author uses the Cross Fold Validation validation method. This method is carried out 
by the author in order to get maximum accuracy results. This method will perform k times for 
one model used by the author, namely Naive Bayes. This process is carried out by the author 
because it has a higher level of accuracy, because the validation process using Cross Fold 
Validation is not like the usual splitting process which only divides two datasets into training 
data and testing data in one step, but Cross Fold Validation performs splitting repeatedly 
according to fold that has been determined, so the data used as training data and testing data 
does not only depend on one splitting. The author uses the values of cv = 3, cv = 5, and cv = 7 
because the cv above has the highest average result. Then the calculation after cv = 7 has a 
tendency to have an average accuracy, precision, recall, f1 score which is not greater than cv = 
3, cv = 5, and cv = 7. 
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Figure 3. Comparison of Cross Validation 
 
Based on the classification process that has been carried out using the Naive Bayes 

method and the results of the cross validation that has been passed with the values of cv = 3, cv 
= 5, and cv = 7, it is obtained as in Figure 3. In the classification process using the Naive Bayes 
method with cross validating, the results obtained from accuracy, precision, recall, f1 score. By 
using cv = 3, the accuracy value = 0.786, precision = 0.801, recall = 0.755, and f1 score = 0.776. 
In the classification process using the Naive Bayes method with cross validating, the results 
obtained from accuracy, precision, recall, f1 score. By using the value of cv = 5, the obtained 
value of accuracy = 0.847, precision = 0.855, recall = 0.83, and f1 score = 0.842. In the 
classification process using the Naive Bayes method with cross validating, the results obtained 
from accuracy, precision, recall, f1 score. By using the value of cv = 7, the obtained value of 
accuracy = 0.828, precision = 0.855, recall = 0.824, f1 score = 0.825. 

 

 

4. CONCLUSION 

 
Based on 779 tweet data that has been obtained regarding the public's response to the 

current pandemic health crisis, namely Coronavirus Disease 2019 (2019-nCov), as many as 401 
public tweets gave negative responses, and 378 public tweets gave positive responses. From the 
data above, it can be concluded that public opinion or response with a dataset of 779 tweets 
has a negative response to the health crisis of the COVID-19 pandemic. The results of the Twitter 
sentiment analysis that have been obtained through the Kaggle website with the owner of the 
Aman Miglani dataset about the COVID-19 pandemic health crisis have been designed using the 
Naive Bayes data mining algorithm with the Term Frequency – Inverse Document Frequency (TF-
IDF) weighting method using cross validating with the value of cv = 3, the value of accuracy = 
0.786, precision = 0.801, recall = 0.755, and f1 score = 0.776, using the value of cv = 5, the value 

Accuracy Precision Recall F1 Score

cv=3 0.786 0.801 0.755 0.776

cv=5 0.847 0.855 0.83 0.842

cv=7 0.828 0.855 0.824 0.825
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of accuracy = 0.847, precision = 0.855, recall = 0.83, and f1 score = 0.842, and accuracy = 0.828, 
precision = 0.855, recall = 0.824, f1 score = 0.825 using cv = 7. It is hoped that in further system 
development this system can be applied to all platforms, and can be integrated with various 
other algorithms such as K-Nearest Neighbor (KNN), and Super Vector Machine (SVM). It is also 
hoped that further research can use the weighting method by considering the data linkage seen 
from the frequency of occurrence of terms in various related categories using the Term 
Frequency – Relevance Frequency (TF-RF) weighting method. 
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